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Abstract
The electronic industry suffers a rapid changing and highly rival environment. Thus, firmshave 
an essential need to strive for acquiring the competitive advantage. Strategy Organizational 
Agility(SOA) is a tool which enables to assist firms to attain the competitive advantage. Therefore, 
this study benchmarks the core competencies from a case study within the supply chain network 
and establishes a set of  attributes for augmenting SOA. A novel multi-criteria decision-making 
structure is proposed to deal with the complex interrelationships among the aspects and attrib-
utes. Radial basis function (RBF) neural network can use linear learning algorithm to complete 
the work formerly handled by nonlinear learning algorithm, and maintain the high precision of 
the nonlinear algorithm. However, the results of  RBF would be slightly unsatisfactory when deal-
ing with small sample which has higher feature dimension and fewer numbers. Higher feature 
dimension will influence the design of  neural network, and fewer numbers of  samples will cause 
network training incomplete or over-fitted, both of  which restrict the recognition precision of 
the neural network.The competence and accountability indicators can the continuously increasing 
level of  agility to be effective. According to the analysis chart production and product design per-
formance indicators alone cannot level a considerable amount of  agility to change. But reducing 
the level of  the index level of  agility is reduced. Flexibility indices speed and agility level changes 
can also affect the organization. But with increased levels of  these two indicators increased agility 
rate change indicators will be more flexibility. The results showed that customer knowledge man-
agement impact on organizational agility and organizational effectiveness and customer knowl-
edge management through organizational agility has significant positive impact on organizational 
effectiveness. Finally, some practical suggestions, future research suggestions and research limita-
tions are presented.
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1. Introduction
Failure in service delivery occurs when the re-
quired services provided in some poor and 
incomplete ways; this would lead to more 
costs and energy and would be a great hurdle 
on the way of  competition with other organi-
zations. Service recovery is an action during 
which one can employ facilities logically in a 
way that it makes more lucidity among cus-
tomers (Othman et al 2013, 117). It is for de-
cades that organizations and companies are 
trying to improve the speed and efficiency of 
providing information and the materials re-
lated to organizational performance in service 
delivery chain to show the importance of 
time-oriented competitive advantage in dy-
namic business environments; while no com-
panies have been able to convert their opera-
tional success to constant performance. 
Despite the improvement in speed and opera-
tional performance, institutes create an area of 
competitive conflict when they cannot react 
to the environmental dynamism and unex-
pected challenges. Institutes must try both to 
facilitate the process of  goal fulfillment and to 
create agility and compatibility (Shin et al 
2o15, 181). When the clients are not satisfied 
due to lack of  suitable service delivery, organi-
zation would try to concentrate on the recov-
ery of  those deficiencies to have an impact on 
costumers’ appraisals and behaviors (Baker et 
al, 2015, 181). This requires leader’s speed, 
flexibility and ability in changing conditions. 
In non-profit organizations, the client-per-
sonnel an client-organization relationships are 
among the kinds in which services received 
without any financial turn. This may lead to a 
condition in which clients would not inclined 
to declare their dissatisfaction and even the 
organization would not aware of  the service 
delivery failure, the continuity of  which may 
lead to costumers’ complaint and developing 
negative attitudes toward the organization; 
while positive service recovery may lead to 
customers’ satisfaction (Homburg & Furst, 
2005, 95). Tsourveloudis and Valavanis (2002) 

defined agility as business potential to per-
form profitable tasks in an international mar-
ket that is always changing and dividing; more-
over they defined it with some descriptions 
like high quality production, high perfor-
mance, and customized goods and services 
(Tsourveloudis & Valavanis 2002, 330), which 
indicate the emphasis on agility in profitable 
organizations; while flexibility in non-profit 
organizations may discussed as agility and af-
fects service recovery. Due to extensive 
changes in today’s world and the intensifica-
tion of  competition, many researchers paid 
attentionto design appropriate strategies for 
effectiveness organizations and rapid and ef-
fective implementation them. Theconcept of 
efficiency is one of  the most important issues 
in the understanding of  organizational behav-
ior which is known as the main cause of  de-
velopment of  the organizational theory and 
the main subject in practical field. Amphora 
(2005) in his studies said that effectiveness is 
doing the right things, not doing things right. 
Effectiveness is one of  the Criteria for the 
achievement of  organizational goals which is 
considered in all field (classical, neoclassical, 
contingency, etc.) and can be achieved by dif-
ferent approaches and hence it is an overall 
concept (Malhotra, 2005). Research shows 
that optimization of  organizational knowl-
edge through different ways increases the ef-
ficiency and effectiveness of  the organization, 
therefore knowledge should manage to ensure 
the provision of  desirable goods and services 
to customers and attain their satisfaction 
(Bhatti et al., 2011). Today’s competitive econ-
omy and stressful environment made knowl-
edge management to organize as an important 
factor for the business benefits and competi-
tive advantages. Organizations should know 
how to use knowledge management to devel-
op of  their revenues and profits and their 
goals. But the available methods and proce-
dures to measure the effectiveness are disap-
pointing and continuous needs for assess-
ments and evaluations of  this issue are felt 
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(Zheng et al., 2010).Relying on knowledge as a 
key factor of  competitiveness in the global 
economy, companies may be looking for a key 
component which called customer knowledge 
(Gilbert et al., 2002). This knowledge is supe-
rior which enables organization to exploit the 
resources and increase its ability for competi-
tion. Customer knowledge processing in-
volved with customer relationships manage-
ment which his aim in business process is 
retaining customers. Customer Relationship 
Management is an advanced step to gather in-
formation about customers in order to under-
stand and influence customer behaviour (Soli-
man& Spooner, 2000). The recent studies 
have reflectedthat the possible competition 
between the knowledge management and cus-
tomer relationship management to attaina 
sustainable competitive advantage. The mix-
ture of  these two theories is known the cus-
tomer knowledge management (CKM) which 
is a good method to obtain knowledge of  the 
customer and supply the most appropriate 
knowledge for him. Customer knowledge 
management is in connection with the acqui-
sition, sharing and the development of  cus-
tomer knowledge and it aims to give benefit 
between customers and organizations (Sarha-
di, 2013). On the other hand, Organizations 
are forced to look for agility to compete in the 
twenty-first century because modern organi-
zations face with increasingly pressure to find 
new ways to compete efficiently in the global 
dynamic market. Agility promotes the organi-
zation ability to offer high quality products 
and services; therefore it becomes an impor-
tant factor for productivity of  organization. 
Banks are such organization in which the is-
sues of  knowledge management, agility and 
efficiency are vital in them. Banks are consid-
ered as an essential component of  financial 
systems in the economy have a great impact 
on the economy and world trade as financial. 
With increasing competitors, banks are real-
ized the importance of  attracting the custom-
ers and their benefits. Customer is one of  the 

main factor and the condition of  success of 
the banking industry. Advantages of  custom-
er knowledge management should be taken in 
the banks so that information and experience 
are systematically applied, in a way that inven-
tion, competence, efficiency and accountabil-
ity of  the organization are improved (Sarhadi, 
2013). Inspired by biological Neural network, 
artificial neural network (ANN) is a family of 
non-parametric learning methodsfor estimat-
ing or approximating functions that may de-
pend on a large number of  inputs and out-
puts. Typically, training protocol of  an ANN 
is based on minimizing a loss function defined 
on the desired output of  the data and actual 
output ofthe ANN through updating the pa-
rameters. Classical approaches usually tune 
the parameters based on the derivatives of  the 
loss function. However, much of  the power 
of  ANN comes from the nonlinear function 
in the hidden units used to modelthe nonlin-
ear mapping between the input and output. 
Unfortunately, this kind of  architecture loses 
the elegance of  finding the global minimum 
solution with respect to all the parameters of 
the network since the loss function depends 
on the output of  nonlinear neurons. Thus, the 
optimization turns out to be nonlinear least 
square problem which is usually solved itera-
tively. In this case, the error function has to be 
back propagated backwards to serve as a guid-
ance for tuning the parameters [30]. Due to 
this, it is widely acknowledged that these train-
ing methods are very slow [38] and may not 
converge to a single global minimum because 
there exist many local minima [29,53] and also 
the resulting neural network is very weak in 
the real world noisy situations. These weak-
nesses of  this family of  methods naturally 
limit the applicability of  gradient-based algo-
rithms for training neural networks. Random-
ization based methods remedy this problem 
by either randomly fixing the network config-
urations (such as the connections) or some 
parts of  the network parameters (while opti-
mizing the rest by a closed form solution or 
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an iterative procedure), or randomly corrupt 
the input data or the parameters during the 
training. Remarkable results have been 
achieved in various network structures, such 
as single hidden layer feed forward network 
[69], RBF neural networks [9], deep neural 
network with multiple hidden layers [31], con-
volutional neural network [43] and so on.A 
main goal of  the paper is to show a role and a 
place of  randomized methods in optimization 
based neural networks’learning. In Section 2, 
we present some early work on this line of  re-
search on perceptron and standard feed-for-
ward neural network with random parameters 
in the hidden neuron. Another piece of  im-
portant work is Random Vector Functional 
Link Network, which is described in Section 
3. Randomization based learning in RBF, re-
current neural network and deep neural net-
work are presented in Sections 4, 5, and 6, re-
spectively. We also offer some details on other 
scenarios such as evolutionary learning in Sec-
tion 7. In Section 8, we point out some re-
search gap in the literature of  randomization 
algorithm for neural network training. Con-
clusions are presented in the last section.
2- Strategy Organizational Agility
Electronics industry encounters rapid chang-
es in market, intense competition,fast-paced 
technological innovations and customer’s en-
vironmental awareness increasing. Hence, 
firms have an essential need to develop the 
agility for surviving in this rival environment.  
Agility exists in Strategy Organizational net-
work can help firms to achieve the competi-
tive advantage (Hayes and Wheelwright, 
1984). Previous studies emphasized that Strat-
egy Organizational Agility (SOA) focuses on 
promoting innovation, flexibility and speed, 
and then reducing the costs of  production 
(Lin and Tseng, 2014; Tseng et al., 2008). In 
addition, SOA not only consider as a tool to 
quick respond the changes in the markets 
(Fayezi et al., 2015; Lin et al., 2006; Wong et 
al., 2014; Yusuf  et al., 1999), but also encour-
age individual firms to work together for en-

hancing the environmental credentials in 
terms of  green raw materials, eco-product de-
sign, process integration and customer-based 
measures (Tseng, 2010; Tseng, 2011; Tseng et 
al., 2015). Although Strategy Organizational 
Agility network is a collaborative group that 
formed together to attain the mutual benefit 
in the economic and environmental perfor-
mance, it still lacks a logical and crystal struc-
ture to guide the group in achieving the com-
petitive advantage through SOA.To address 
this gap, this study proposes a closed-loop hi-
erarchical decision-making structure to ex-
plore the key drivers of  SOA for developing 
the competitive advantage. In addition, SOA 
has to be structured from multidimensional 
considerations to reflect the real situation, 
which might enhance the challenge and com-
plex in the evaluation. Thus, Van der Vorst 
and Beulens (2002) proposed an evaluation 
model to reduce the uncertainty and enhanc-
ing effectiveness in searching the key drivers. 
This model contained the information inte-
gration, estimating the impact of  alternative 
actions, lean production, organizational agility, 
quick response and individual actions. De-
Groote and Marx (2013) demonstrated that 
information technology can increases SOA 
through quick respond market changes and 
enhance Strategy Organizational Agility col-
laboration, so firms enable to reach the cost 
reduction, quality improvement and the inno-
vative processes and product design support. 
Several studies emphasized that developing a 
set of  measurements for exploring the key 
drivers of  SOA is an urgent task (Venkatra-
man, 1989; Agarwal et al., 2007). For filling up 
this gap, a comprehensive measure is required 
to consider in integrating with interdisciplin-
ary knowledge and real practices. Once the 
key SOA drivers have been found, firms en-
able to improve the competitive advantage 
under limited resources.The measurement of 
SOA belongs to qualitative analysis, which 
uses for capture the interrelationship and in-
terdependence within firms (Tseng, 2011; 
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Tseng & Chiu, 2013; Tseng et al., 2015). These 
data are generally described into subjective 
ways and linguistic terms rather than num-
bers, so the conventional assessment ap-
proaches suffer the difficulty to deal with non-
numeric analysis. Then, fuzzy set theory offers 
an effective means to overcome these impre-
cise and vague phenomena (Lin et al., 2014; 
Tseng et al., 2014). The transformation pro-
cess of  fuzzy set theory enables to convert 
these qualitative measures into comparable 
SOAles. This study adopts closed-loop deci-
sion making structure in order to reduce the 
complexity and emotionally burdened deci-
sion with resembling the existing real situa-
tion. Subsequently, decision-making trial and 
evaluation laboratory (DEMATEL) applies to 
determine the interrelationships among the 
selected attributes (Tseng, 2009; Tseng and 
Lin, 2009; Tseng, 2010). Closed-loop analyti-
cal network process (ANP) method is used 
for gathering the ranking and dealing with the 
hierarchical structure through interdepen-
dence measures (Lin & Tseng, 2014; Tseng, 
2011; Tseng et al., 2015; Uygun et al., 2014).
Therefore, the objective of  this study is to de-
velop a SOA decision-making hierarchical 
structure and explore the key drivers for lead-
ing firms to achieve the competitive advan-
tage under uncertainty. Previous studies have 
been proposed several necessary attributes for 
assessing SOA; nevertheless, these attributes 
haven’t been integrated as a comprehensive 
consideration in the measurement. In view of 
this, a hybrid method and systematic analysis 
procedure are required to overcome the inter-
relationships, interdependence and the hierar-
chical structure. This is the first study to con-
sider SOA as a closed-loop hierarchical 
decision-making structure and adopts hybrid 
method to conquer the uncertainty. The detail 
discussion is organized as following. Section 2 
presents the theoretical basis and extensive lit-
erature review. Hybrid method is composing 
of  fuzzy Delphi method, fuzzy set theory, 
DEMATEL and closed-loop ANP, which il-

lustrate in the section 3. Empirical results and 
significant findings are stated in section 4. 
Section 5 expresses the implications. Conclu-
sion, research limitations and future research-
es are provided in the final section. Literature 
review This section contains the background 
of  competitive advantage, SOA, proposed 
measures and the proposed analytical method. 
These discussions provide a comprehensive 
theoretical basis to support the concept of 
this study and forming structure. 2.1 Theo-
retical background Competitive advantage re-
fers to a capability, which acquires from the 
attributes and resources to perform in a high-
er level within the industry (Hayes & Wheel-
wright, 1984; Tseng et al., 2008). Blome et al. 
(2013) presented that SOA is a complex set of 
dynamic aspects, these are the necessary for 
developing the competitive advantage. These 
dynamic aspects enable to underpin the per-
formance in changing market conditions 
through integrating, building and reconfigur-
ing internal and external competences (Teece 
et al., 1997; Wu et al., 2015). However, several 
obstructions contain insufficient collabora-
tion, lacking information technology integra-
tion, inadequate alliance with eco-design, and 
failing to satisfy customer’s  needs, which 
might generate the gaps in achieving competi-
tive advantage (Cao & Zhang, 2010; MacDon-
ald & She, 2015; Ngai et al., 2011; Sharifi et al., 
2006; van Hoof  & Thiell, 2014; Xu, 2006). 
Undoubtedly, SOA is a tool for enhancing the 
competitive advantage in terms of  reducing 
cost through operational process integration, 
maintaining customer-based measures,speeding 
up the reflection of  customer’s needs, im-
proving information access andtransparent, 
supporting eco-design alignment with Strate-
gy Organizational Agility partners, increasing-
flexibility in production and suppliers (Eisen-
hardt et al., 2010; Yusuf  et al., 2004; Wong et 
al.,2014; Yang, 2014). However, the linkage 
between SOA and competitive advantage still-
remains the uncertainty and undiscovered re-
lationship in previous studies (Zhang et 

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

ur
m

.im
o.

or
g.

ir
 o

n 
20

25
-0

7-
03

 ]
 

                             5 / 28

http://ijurm.imo.org.ir/article-1-1451-fa.html


فصلنامه مديريت شهري
)ضمیمه لاتین(

Urban Management

No.45 Winter 2016 

98

al.,2003). To fill up the gap, it requires a com-
prehensive structure to measure and relies on 
ahybrid method to overcome the uncertainty.
Agility uses for transferring and applying the 
winning strategy to the newly acceptedunits 
of  business under environment changing 
(Harrison et al., 1999). To increase the agility-
among entire Strategy Organizational Agility, 
it not only requires upstream and downstream 
collaborationfrom suppliers to customer, but 
also seeks the lateral collaboration with com-
petitor forintegrating the total value creation 
process (Gligor, 2014). Once these collabora-
tions arealigned, it can generate the agility to 
use for responding short-term changes in de-
mand orsupply, mitigating the external disrup-
tion occurrence, and generating the value add-
ing to customers for ensuring the uninterrupted 
service (Lee, 2004; Van der Vorst and Beu-
lens,2002). In addition, outsourcing function, 
downstream customer-based functions withe-
co-product design and process integration are 
required firms to concern in developing 
theagility through collaboration (Tseng et al., 
2014; Wong et al., 2014; Yusuf  et al., 2004).
SOA can consider as flexibility, which possess 
a capability to assist firms in reflecting the 
rapid market changing and preventing the dis-
ruption among Strategy Organizational 
Agility(Christopher,2000). Swafford et al. 
(2006) presented that internal integration, 
cross-functional alignmentand external inte-
gration between customers and suppliers play 
important roles indeveloping the flexibility. 
Agarwal et al. (2007) emphasized that infor-
mation integration,networking and collabora-
tion are stimulated the performance of  agility 
in qualityimprovement, cost minimization and 
lead-time reduction respectively. Therefore, 
Vinodhand Prasanna (2011) considered SOA 
as the operational dynamics, which reflects an 
ability todeal with the uncertainties around 
business environment and reflect the rapid 
changes.However, SOA not only promotes 
the competitive advantage in terms of  flexibil-
ity, speed,innovation and cost to some specific 

customers and markets, but also assists firms 
inimproving their capability of  collaborations, 
process integration, information integration 
andso on (McCullen et al., 2006; Zhang et al., 
2003). It retains the individual firms’ competi-
tiveadvantage in satisfying the extensive range 
of  needs for responding the rapid changes in 
themarket (Braunscheidel & Suresh, 2009; 
Yusuf  et al., 2004). Hence, SOA has to con-
sider as a multi-level hierarchical structure in 
minimizing uncertainty and resistance among 
the entiresupply chain (Li et al, 2008; Sangari 
et al., 2015). This study proposes a close-loop 
hierarchical structure and concerns the inter-
relationships and interdependence among-
proposed measures to develop the competi-
tive advantage through SOA.Proposed SOA 
measuresNgai et al. (2011) proposed a set of 
competencies that included information 
technology,operations and management, 
which shows the effective operational func-
tions to improvethe performance through 
SOA. It is composed of  a sequence or net-
work of  interrelationshipsfostered through 
strategic alliances, collaborations, process in-
tegration, informationintegration and cus-
tomer-based measures. For achieving the 
competitive advantage throughSOA efficient-
ly, it requires to explore the key attributes un-
der uncertainty. SOA is composedof  four in-
terrelationship aspects, which includes 
strategic alliances, collaborations, processinte-
gration, information integration and custom-
er-based measures. To demonstrate therela-
tionships with these aspects in developing the 
competitive advantage, this study selectstwen-
ty-nine attributes through comprehensive lit-
erature review and real practices to reflectthe 
real situation with validity and reliability. Col-
laborations play an important role in SOA,due 
to it is not just a transaction, but leverages the 
information sharing and marketknowledge 
creation for reaching the competitive advan-
tage (Ding and Huang, 2010; Lin &Tseng, 
2014). In addition, collaborations enable to 
provide the befits to partners among theentire 
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Strategy Organizational Agility. However, 
these benefits have to depend on the follow-
ing seven attributes: trust-based relationships 
and long tern collaboration with customers/
suppliers; focused on developing core compe-
tencies through process excellence; increasing 
suggestedimprovement in quality, social and 
environment health and safety with partners; 
management and technical team-based goals 
and measures; first/second order choice part-
ner in performance and capability basis; ac-
tively share intellectual property with partners; 
concurrent execution of  activities throughout 
the supply chain (Chen & Paulraj, 2004; Lin et 
al., 2006; Tseng, 2010; Tseng et al., 2014; 
Tseng et al., 2015; Yang, 2014; Yusuf  etal., 
2004; Gligor et al., 2015).Information integra-
tion (e.g. demand information on demand, 
data and files for supplychain partners) is part 
of  critical drivers also. Because of  the data 
and information can beeasily accessed by en-
tire Strategy Organizational Agility partners 
simultaneously. Such virtual connectionspos-
sess the ability to detect the market changing, 
enhance responsiveness in reducing costand 
ensure the quality and operation flow. To en-
hance the information integration, several-
studies proposed to capture demand informa-
tion immediately; prefer to keep informationon 
file for Strategy Organizational Agility part-
ners; virtual connection and information shar-
ing to all partners;information accessible 
Strategy Organizational Agility; customer/
marketing sensitivity; quickly detect changes 
in our environment (Chen & Paulraj, 2004; 
Lin et al., 2006; Nagi et al., 2011; DeGroote & 
Marx, 2013; Yang, 2014). The process integra-
tion can be divided into two measurements; 
one is the verticalintegration – information 
reach extends from firm to firm through to 
the networks; another one is the horizontal 
integration – the range of  eco-product design 
activities widens fromprocess integration to 
alliance with entire supply chain. Subsequent-
ly, five attributes areproposed to measure the 
process integration upon SOA, which includes 

reduce dispersion of  toxic and hazardous ma-
terials; infrastructure in place to encourage 
eco-innovation within shortening time-
frames; pro-actively update the mix of  avail-
able manufacturing processes in the Strategy 
Organizational Agility network; effectiveness 
of  master production schedule; vertical inte-
grationin supply chain (Chen & Paulraj, 2004; 
Lin et al., 2006; Tseng, 2010; Tseng et al., 
2014;Wonget al., 2014; Yang, 2014).Strategic 
alliances for eco-design can consider as long-
term collaboration with preferredsuppliers 
and customers. The goal is to secure cost and 
quality advantage as well as toensure the 
smooth flow of  operations, within the frame-
work of  deliveries of  small volumesof  output 
(Yusuf  et al., 2004). In support of  this goal, 
collaborative initiatives haveincorporated vir-
tual connections and information sharing 
with suppliers and other partners(Gligor, 
2014; Sharifi and Ismail, 2006; Wu and Barnes, 
2011). Several studies have beeninvestigated 
the strategic alliances for eco-design among 
the Strategy Organizational Agility in terms of 
design,process and structure (MacDonald and 
She, 2015; Tseng et al., 2015). Only few stud-
ies have demonstrated how these attributes 
can be aligned to achieve eco-product design. 
Thus, design eco-products for ease of  use 
with suppliers; design eco-product with social 
norms in mind; reducing eco-product costs in 
process and supplier together; reducing eco-
product development cycle time with Strategy 
Organizational Agility partners and horizontal 
eco-product developmentare the important 
attributes that need to concern in SOA mea-
surement (Chen & Paulraj,2004; Lin et al., 
2006; Tseng, 2010; Wu & Barnes, 2011; Yang, 
2014; MacDonald & She, 2015;Tseng et al, 
2015). Customer-based measures are to jointly 
find solutions to material problems and ad-
dress the issues. Customers and suppliers 
must exchange and share the information in 
the sensitive design (Carr and Pearson, 1999; 
Sharifi et al., 2006). Sharp et al. (1999)concep-
tualized SOA as the ability of  a Strategy Orga-
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nizational Agility to rapidly respond to chang-
es in marketand customer demand. Previous 
literatures suggested driving customer needs, 
whichrequire to increase the competition in 
the market and the speed of  innovation (Men-
tzer etal., 2008; Tseng et al., 2009). Accord-
ingly, customer–based measures shall consider 
followingsix attributes to build up the SOA, 
product ready for use by individual customers, 
seeopportunities to increase customer value, 
customer-driven eco-products design, retain 
andgrow customer relationships, products 
with substantial added value for customers 
and fastintroduction of  new products (Lin et 
al, 2006; Tseng et al., 2014; Yang, 2014; Gligor 
et al.,2015). Summary of  above points, col-
laborations, process integration, information 
integration,customer-based measures and 
strategic alliances for eco-design in supply 
chain are the mainSOA aspects for developing 
the competitive advantage. Although prior 
studies have beenidentified and provided vari-
ous attributes to increase the understanding of 
SOA, it is stillinsufficient in concerning the 
measures within a hierarchical structure. Thus, 
this studyproposes twenty-nine attributes to 
construct a closed-loop hierarchical structure 
to ponderthe interrelationship under uncer-
tainty. Table 1 presents the measures of  SOA 
within ahierarchical structure. As a matter of 
fact, selecting an appropriate collection of 
suppliers serves a vital function for a compa-
ny to succeed, on which there has been great 
emphasis since a long time ago(Zhang, Lei et 
al. 2003). With the concept of  supply chain 
management having been introduced recently, 
a majority of  researchers, scientists, and man-
agers have found selecting the appropriate 
supplier and managing it a useful way which 
can be used to improve supply chain 
competitiveness(Lee, Ha et al. 2001). Consid-
ering a supplier as a supply chain network with 
the ultimate goal of  offering customer’s ex-
pected product has been introduced and dis-
cussed since 2000(Ali Ahmadi, Tajeddin et al. 
2003). Foreign suppliers contribute to cost 

minimization, better delivery, and customer 
satisfaction; These features are explained in 
details in the agility section. One important 
aspect of  agility is the supply chain section of 
an organization. If  the management section 
can select the agile and prominent supplier us-
ing the appropriate factors and methods, it 
will be of  great help for the organization to 
achieve its goals. Interpretive structuralmodel 
is capable of  identifying the relationship be-
tweencriteria which have individual or group 
dependence on each other. Multi-criterion de-
cision making is one of  the research areas in 
operational and management science which 
considering various functional needs has been 
developed rapidly during the current decade.
3- Evolution or Revolution
Two different views about the form of  the 
agile manufacturing are portrayed in the lit-
erature, that it can be seen as either revolu-
tionary or evolutionary. As evolutionary, it is 
progressive and incremental change or alter-
natively, as discontinuous and revolutionary. 
Some conceptual constructions emphasize in-
strumentalism, whilst others focus on the dis-
continuity necessarily involved in implement-
ing agile manufacturing. Our view, presented 
here, is that agile manufacturing has arrived as 
an evolutionary form of  manufacturing sys-
tem, most obviously because it synthesis and 
incorporates many prior approaches. Sharp et 
al (1999) argue convincingly that lean manu-
facturing and world class manufacturing are 
traditionally positions in an organization’s 
migration towards the ultimate goal of  agile 
manufacturing. Consequently it represents an 
evolutionary  “fitness”, a refinement of  what 
has gone before, but in a new, and integrat-
ed, recombination to fit the new competitive 
environment. We also note the revolutionary 
aspect, not least in that agile manufacturing 
is very different from the preceding systems 
upon which it is based.  For example, as Mask-
well (1997) notes, lean or world class manufac-
turing is being very good at the things you can 
control, but agile manufacturing deals with 
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 Table 1.The evolution of  interpretative definitions of  agility

chain section of an organization. If the management section can select the agile and 
prominent supplier using the appropriate factors and methods, it will be of great help for 
the organization to achieve its goals. Interpretive structuralmodel is capable of 
identifying the relationship betweencriteria which have individual or group dependence 
on each other. Multi-criterion decision making is one of the research areas in operational 
and management science which considering various functional needs has been developed 
rapidly during the current decade. 
3- Evolution or Revolution 

Two different views about the form of the agile manufacturing are portrayed in the 
literature, that it can be seen as either revolutionary or evolutionary. As evolutionary, it is 
progressive and incremental change or alternatively, as discontinuous and revolutionary. 
Some conceptual constructions emphasize instrumentalism, whilst others focus on the 
discontinuity necessarily involved in implementing agile manufacturing. Our view, 
presented here, is that agile manufacturing has arrived as an evolutionary form of 
manufacturing system, most obviously because it synthesis and incorporates many prior 
approaches. Sharp et al (1999) argue convincingly that lean manufacturing and world 
class manufacturing are traditionally positions in an organization’s migration towards the 
ultimate goal of agile manufacturing. Consequently it represents an evolutionary  
“fitness”, a refinement of what has gone before, but in a new, and integrated, 
recombination to fit the new competitive environment. We also note the revolutionary 
aspect, not least in that agile manufacturing is very different from the preceding systems 
upon which it is based.  For example, as Maskwell (1997) notes, lean or world class 
manufacturing is being very good at the things you can control, but agile manufacturing 
deals with the things you cannot control. Table 1 provides a summary of the elements 
discussed in the literature which are seen as elements in this evolution of agile 
manufacturing. 

Table 1.The evolution of interpretative definitions of agility 
Author Key words Definition 
Iacocca 
1991 

Capability, 
Real-time 
response, 
Customer needs 

Agility means a manufacturing system with extraordinary 
capabilities (internal capabilities: hard and soft 
technologies, human resources, educated management, 
information) to meet the rapidly changing needs of the 
marketplace (speed, flexibility, customers, competitors, 
suppliers, infrastructure, responsiveness). A system that 
shifts quickly (speed, and responsiveness) among 
product models or between product lines (flexibility), 
ideally in real-time response to customer demand 
(customer needs and wants) 

Goldm
an  
1994 

Strategic 
response, 
Irreversible 
changes, 
Dominant 
system, 

Agility is a comprehensive strategic response to 
fundamental and irreversible changes that are taking 
place in the dominant system of commercial 
competition in “First World” economics. 

Kidd 
1994 

Synthesis,  
Compatible  
CIM, TQC, 
MRP, 
BPR, OP 

Agility is a synthesised use of the developed and well-
known technologies and methods of manufacturing. 
That is, it is mutually compatible with Lean 
Manufacturing, CIM, TQM, MRP, BPR, Employee 
Empowerment, and OPT 

Booth 
1996 

Vision, 
More flexible, 

Agile manufacturing is a vision of manufacturing that is 
a natural development from the original concept of 

Customers, “lean manufacturing”. In lean manufacturing, the 
emphasis is on cost-cutting. The requirement for 
organisations and facilities to become more flexible and 
responsive to customers led to the concept of the 
“agile” manufacturing as a differentiation from the 
“lean” organisation. 

Cho 
1996 

Capability, 
Competitive 
Environment, 
Customer-
designed, 

Agile manufacturing can be defined as the capability of 
surviving and prospering in a competitive environment 
of continuous and unpredictable change by reacting 
quickly and effectively to changing markets, driven by 
customer-designed products and services 

Gould 
1997 

Competitive 
environment, 
More flexible  

Agility is about casting off of those old ways of doing 
things that are no longer appropriate- changing patterns 
of traditional operation. In a changing competitive 
environment, there is a need to develop organisations 
and facilities significantly more flexible and responsive 
than current existing ones 

Devor 
1997 
 

New expression, 
Ability, 
Continuous 
change, 
Alliances, 
Core 
competence, 
Uncertainty, 

Agile manufacturing is a new expression that is used to 
represent the ability of a producer of goods and services 
to thrive in the face of continuous change. These 
changes can occur in markets, in technologies, in 
business enterprise. It requires to meet the changing 
market requirements by suitable alliances based on core-
competencies, organising to mange change and 
uncertainty, and leveraging people and information 

Bulling
er 
1999 
 
 

Mobility, 
Changing 
market, 
Process, 
Re-
determination, 
Self-organisation, 
Self-
configuration 

Agility means mobility in an organisation’s behaviour 
towards the environment and can therefore be 
understood as an extensive answer to continually 
changing markets. Agile companies are in a process of 
constant re-determination, or self-organisation, self-
configuration, and self-teaming 

Yusuf, 
Sarhadi 
1999 

Exploration, 
Integration, 
Knowledge-rich 
environment, 
customer-driven 
product 

Agility is the successful exploration of competitive bases 
(speed, flexibility, innovation pro-activity, quality and 
profitability) through the integration of reconfigurable 
resources and best practices in a knowledge-rich 
environment to provide customer-driven products and 
services in a fast changing market environment 

 

4- Research Method   

Choosing a research method depends on the objective and the nature of the research 
subject and its implementation facilities. Therefore, the research method can be selected 
when the nature of the subject as well as the objectives and its broadness is identified. 
Mixed research method is frequently used in a study. Miller believes that the research 
orientation layout can be distinctively divided into three areas including fundamental, 
practical and evaluation.The nature of a research subject means the researcher goes in 
search of the consequences of the solution to the social problems or the outcome of the 
prevailing measures and the research objective is to conduct an accurate social study on 
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the things you cannot control. Table 1 pro-
vides a summary of  the elements discussed 
in the literature which are seen as elements in 
this evolution of  agile manufacturing.
4- Research Method  
Choosing a research method depends on the 
objective and the nature of  the research subject 
and its implementation facilities. Therefore, 
the research method can be selected when the 
nature of  the subject as well as the objectives 
and its broadness is identified. Mixed research 
method is frequently used in a study. Miller 
believes that the research orientation layout 
can be distinctively divided into three areas in-
cluding fundamental, practical and evaluation.
The nature of  a research subject means the 
researcher goes in search of  the consequences 
of  the solution to the social problems or the 
outcome of  the prevailing measures and the 
research objective is to conduct an accurate 
social study on the consequence of  a program 
which is applied for a social problem(Miller, 
Boehlje et al. 2001). In the current study li-
brary survey method are applied to collect 
the required information. Data collection was 
through the questionnaire about the study 
of  the conceptual relationship between at-
tributes and the questionnaire about pairwise 
comparison as well as the questionnaire about 

the evaluation of  agility level of  suppliers; the 
respondent community includes the managers 
and the production heads of  several industrial 
organizations manufacturing polyethylene 
products and couplings. The questionnaires 
on the evaluation of  the agility level of  sup-
pliers are also completed by experts in logistic 
and procurement sections of  the organiza-
tion. The data for theoretical research cover-
ing topics from the internet, specialized and 
general books, articles and specialized publi-
cations, documents found in organizations, 
Due to the special features of  the question-
naire required by the organization as well as 
interviews with experts in the design industry 
To determine the relationship will be analyzed 
by neural networks. In this study, calculation 
and design of  neural network model of  SPSS, 
JMP is used.
5- Contextual Model of  the Research
The primary conceptual model of  this re-
search is created, as shown in figure 5.1 based 
on the studies carried out and introduced 
here, based on which the variables of  the eval-
uation of  the agile suppliers are derived using 
the research literature. Next, these variables 
are rated by establishing a contextualcorrela-
tion matrix and an interaction matrix. 
 

 Fig1. Conceptual Model Research
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6- Solving Method FOR NEURAL NET-
WORK
To solve FSPP, we introduce the following 
fuzzy optimization problem:

 

Enablers 

the consequence of a program which is applied for a social problem(Miller, Boehlje et al. 
2001). In the current study library survey method are applied to collect the required 
information. Data collection was through the questionnaire about the study of the 
conceptual relationship between attributes and the questionnaire about pairwise 
comparison as well as the questionnaire about the evaluation of agility level of suppliers; 
the respondent community includes the managers and the production heads of several 
industrial organizations manufacturing polyethylene products and couplings. The 
questionnaires on the evaluation of the agility level of suppliers are also completed by 
experts in logistic and procurement sections of the organization. The data for theoretical 
research covering topics from the internet, specialized and general books, articles and 
specialized publications, documents found in organizations, Due to the special features 
of the questionnaire required by the organization as well as interviews with experts in the 
design industry To determine the relationship will be analyzed by neural networks. In 
this study, calculation and design of neural network model of SPSS, JMP is used. 

5- Contextual Model of the Research 

The primary conceptual model of this research is created, as shown in figure 5.1 based 
on the studies carried out and introduced here, based on which the variables of the 
evaluation of the agile suppliers are derived using the research literature. Next, these 
variables are rated by establishing a contextualcorrelation matrix and an interaction 
matrix.  

 
Fig1. Conceptual Model Research 
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results ) .
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We proved that this model is convergent to the optimal solution of FSPP. Note that here 

x  is not fuzzy and 
dt
d~  stands for fuzzy derivative of  x  . Now we can solve (4) with any 

numerical methods (for solving fuzzy differential equations). We solved this neural 
network model with Euler method. 

7- Learning algorithm 

Learning of the parameters is based on sample temporal trajectories. In this section, a 
learning algorithm which learns a single trajectory per iteration by points (STP, Single 
Trajectory learning by Points) will be proposed.In the STP learning algorithm, one 
iteration is comprised of all the time points of the learning trajectory, and the network 
parameters are updated online. At one time point, FENN uses the current value of 
parameters to get the output, and runs the learning algorithm to adjust the parameters. 
Then in the next time point, the updated parameters are used, and learning will be 
processed again. After the whole trajectory was passed, one iteration completes and in 
the next iteration, the same trajectory or an other one would be learned. 
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  stands for fuzzy derivative 
of  x. Now we can solve (4) with any numerical 
methods (for solving fuzzy differential equa-
tions). We solved this neural network model 
with Euler method.
7- Learning algorithm
Learning of  the parameters is based on sample 
temporal trajectories. In this section, a learn-
ing algorithm which learns a single trajectory 
per iteration by points (STP, Single Trajectory 
learning by Points) will be proposed.In the 
STP learning algorithm, one iteration is com-
prised of  all the time points of  the learning 
trajectory, and the network parameters are up-
dated online. At one time point, FENN uses 
the current value of  parameters to get the out-
put, and runs the learning algorithm to adjust 
the parameters. Then in the next time point, 
the updated parameters are used, and learn-
ing will be processed again. After the whole 
trajectory was passed, one iteration completes 
and in the next iteration, the same trajectory 
or an other one would be learned.
Given the initial state X(0) and the desired 
output   , the error at time t is 
defined as
 

 
(4)

and the target of  learning is to minimize each 
ett= t=l,2,...,te. The gradient descent tech-
nique is used here as a general learning rule: 
(assuming w is an adjustable parameter, e.g.a2

ij 
 

(5) Fig1. Conceptual Model Research
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 where  is the learning rate. We shall 
show how to compute in   a recur-
rent situation, giving both the equations in a 
general case and for specified parameters. If 
possible, we shall also give the matrix form of 
the equations, for its concision and efficiency.
From (1) and (5) we can get
 

or in matrix form

 Since we want to compute  , we 
should also know the derivative of  X()t   to
the adjustable parameter w. Taking into ac-
count the recurrent property [see (4)], we 
have
 

 
or in matrix form,
(6)
which is a recursive definition of  the ordered 
derivative . With the initial
value 0  given, we can calculate

 step  by step, and use

 

and (12) to update w.
From (4) and (5) we can get

where δki is the Kronecker symbol which is 1 
when k and i are equal, otherwise 0. Together 
with (3), we have Since [see (2) and (6)]

(7)

(8)

we can getUsing (6), (7) and (8), we can cal-
culate the ordered derivative for a2

ij  and b2
ij 

Though we can easily get equations below 
from (2) and (6),

the derivatives to the parameters of  member-
ship functions, i.e., c and s, are not so easy to 
get in that there exists the probability of  two 
or more rules using the same linguistic term. 
If  we assign each linguistic term a different 
serial number, said v, from 1 to V, then the lin-
guistic term Tvmay be used in Rule r1, r2, … 
That is, it may be called Ty1

x1 (or Ty1
 u1 Tur1),

Ty1
x1 (or Ty1

 u1) In the previous part of  this pa-
per. To clearly note this point, we shall use the 
notations cv and sv to represent the center and 
the width of  the membership function uv of 
term  Tv , and 

and (12) to update w. 
From (4) and (5) we can get 
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0. Together with (3), we have Since [see (2) and (6)] 
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the derivatives to the parameters of membership functions, i.e., c and s, are not so easy 
to get in that there exists the probability of two or more rules using the 
same linguistic term. If we assign each linguistic term a different serial 
number, said v, from 1 to V, then the linguistic term Tvmay be used in Rule r1, r2, … 
That is, it may be called (or Tur1), 

In the previous part of this paper. To clearly note this point, we shall 
use the notations cvand svto represent the center and the width of the 
membership function of term , and the corresponding input variable 
with Tvin Ruler, no matter it is xior uj . Thus (17) becomes 

 

(7) 

(8) 

 the corresponding input 
variable with Tv in Ruler, no matter it is xi or 
uj. Thus (17) becomes

 
(9)

and we can calculate  and  as 
(10)
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When learning a nonlinear system, different 
trajectories are needed to overall describe 
the system. Usually, multiple trajectories are 
learned one by one, and one pass of  such 
learning (called a cycle) is repeated until some 
training convergence criterion is met. A va-
riety of  such cycle strategy, which does not 
distribute the learning iterations among every 
trajectories evenly in one cycle, may produce 
more efficient learning. In such unevenly 
strategy, we can give more learning chances 
(iterations) to the less learned trajectory (often 

with larger error), and thus speed up the total 
learning. Next section we will show how to do 
this by an example. In this study, (10) carried 
by the interface is optimized.
8- Findings 
As shown in the graph is assuming normal 
distribution of  residuals and stability variance 
be independently verified. Indeed sensitive 
analytical methods are procedures in which 
the change in inputs is looking analysis of  the 
change in output. That will show us which 
input will have the greatest impact on output 

 Table 2 Calculate optimal neural network
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[29] this chart can be very valuable results be-
cause after this Hairy drawing Grdyd.my can 
keep stable other variables change a variable 
average. If  this change makes the average of 
the variable charts only move a certain rela-
tionship cannot be predicted, but if  a variable 
with a mean change r the variables change. 
This suggests that garlic can achieve variable 
changing its level of  agility and can vary ac-
cording to the level of  increase or decrease. 
In Figure 4 graphs the average of  each of  the 
independent variables and their changes in 
agility provided.Since the concept of  AM was 
introduced in 1991 [4], the benefits of  imple-
menting it in companies were soon widely 
recognized by researchers and industry. In the 
early 1990s, research was mainly carried out 
on developing enabling tools to achieve agil-
ity by approaching one or several attributes, 
such as Virtual Enterprise, Adaptable Produc-
tion, Supply Chain Integration, ERP, Business 
Reengineering, Mass Customization, Concur-
rent Engineering, and Holonic Manufacturing 
[14-18]. However, because these manufactur-

ing concepts focus on one or several aspects 
of  business operations, they cannot provide 
companies with the whole picture as to how 
companies could achieve agility by consider-
ing all aspects of  business operations. 
In the late 1990s, research interest was fo-
cused on finding systematic ways in which 
manufacturing enterprises could approach 
agility. Kidd [9] suggested that agile manufac-
turing could be achieved through the integra-
tion of  three resources: organization, people 
and technology into a coordinated, interde-
pendent system. Dove [8] presents a set of 
change proficiency models for a number of 
business practices thought to be related to 
agility. The models contemplate a series of 
statements representing proactive and reactive 
proficiency characteristics. Priests et al [19] 
defined four steps to achieve agility, under-
standing business environment, recognizing 
enterprise level attributes, obtaining enabling 
infrastructure, and implementing business 
processes. No detailed instructions as to how 
these steps could be carried out have yet 

 Fig.2. Building layer neural network
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been proposed. Gunasekaran [20] developed 
a conceptual model to illustrate the concept 
of  agility and defined seven enablers of  ag-
ile manufacturing. Attempts have been made 
to formulate a framework within which agile 

manufacturing systems could be developed. 
Besant et al [21] proposed a reference model 
for agile manufacturing practices, which has 
four dimensions: Strategy, Process, Linkages 
and People. These are pinned down to six-

 Fig.4. Conceptual diagram of  the structure of  the model
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teen sub-dimensions for detailed analysis. Ra-
masesh et al [22] put forward a simple explor-
atory framework for modeling and simulation 
of  the agility of  manufacturing systems, in 
which attempts have been made to formulate 
ways to assess agility. The analysis is based on 
data collected from questionnaires. Sharifi & 
Zhang [12] proposed a conceptual model for 
achieving agility based on two hypotheses for 
agility implementation:
● Agility may be achieved through the strate-
gic integration and utilization of  a selection of 
managerial and manufacturing methods and 
tools appropriate to changes experienced by 
an organization; 
● Organizations are different in terms of 
changes and levels of  pressures resulting from 
changes and different organizations at differ-
ent circumstances would require different sets 
of  tools. 
According to this model, manufacturing en-
terprises experience varieties of  changes in 
their business environments (“agility driv-
ers”), which drive the enterprises to identify 

“agile capabilities” that need to be enhanced 
in order to respond to and take advantage of 
changes. The enterprises are then forced to 
search for ways or tools (“agility providers”) 
to obtain such capabilities. A list of  drivers, 
capabilities and providers were identified to 
characterize the model. It is also confirmed 
that statistical correlation exists between driv-
ers and capabilities. However, this method 
relies on qualitative scoring assessment, and 
suffers from being subjective. Attempts to ap-
ply this model in industry have identified that 
such models are not sufficiently convincing 
and are generally perceived as a management 
exercise.  Companies usually have limited re-
sources to achieve manufacturing agility from 
all aspects of  business. Over or lack of  manu-
facturing agility in one or more particular im-
portant business aspects could also result in 
business failures. Therefore, it is important 
for manufacturing companies to develop or 
improve agility by using an analytical meth-
odology, which identifies important or forth-
coming problems, weak, or missing business 

 Fig.5.Enablers sensitive to the magnitude of  the change agile strategy Chart
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 Fig.6.Chart sensitivity analysis to changes inStrategy of  agile than HR and IT 
and T$O

 Fig.7. Chart sensitivity analysis to changes inStrategy of  agile than HR and S$D 
and T$O
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 Fig.8.Chart sensitivity analysis to changes inStrategy of  agile than OS and IT and HR

 Fig.9. Chart sensitivity analysis to changes inStrategy of  agile than SA and IT and S$D
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capabilities, and business practices to improve 
them. 
Motivated by Sharif  and Zhang’s [12] research 
findings, Sun & Zhang [13] made an attempt 
to propose an agile manufacturing imple-
mentation methodology with benchmarking, 
modeling, and prediction capability taking 
into consideration of  company characteris-
tics. The following elements are necessitated 
to be included into the proposed method:
● Quantitative metrics to enable companies to 
objectively analyses, and continuously moni-
tor, changes in the business environment (and 
agility drivers), agile capabilities, as well as per-
formances;
● Decision methods to enable companies to 
identify, model and priorities agile capabili-
ties that need to be improved, determine the 
required level of  improvements, and predict 
performances; 
● Mechanisms to help identify best practices 
continuously for improving agile capabilities, 
and to model relationships between practices 
and capabilities.
A framework is proposed based on the require-
ments mentioned above as shown in figure 1. 
It mainly consists of  three elements, a multi-
layer Agility Assessment Model (AAM), a 
Decision Support Simulation Model (DSSM), 
and a Best Practices Provider (BPP). 
The Agility Assessment Model provides a 
structured way of  modeling information 
related to agility analysis, including a com-
pany’s internal and external characteristics, 
its business factors and turbulence, available 
resources and capabilities and its current per-
formance. Driving forces for agility, available 
agile capabilities, and existing performances 
can be analysed and enterprises benchmarked 
against each other. 
Conclusion
In the knowledge age, the successful organi-
zations are the ones which rapidly run novel 
strategies based on competitive advantages, 
and learning from market and customers 
theymodify and improve their processes and 

customers if  necessary. In the current study, 
first, the factors influencing agile supplier 
are given in different levels using interpretive 
structural model and then are given in a driv-
ing powerand dependence graph.The result 
of  this process helps suppliers choose a more 
efficient way to increase the degree of  their 
agility and competitive ability. In 2009 Kan-
nan, Pokharel et al has conducted a research 
which is relatively similar to this study but 
with different results; this could be possibly 
because of  using AHP. ISM method results 
show that delivery time and lead time mini-
mization variables are of  the most important 
factors influencing suppliers’agility. There 
is cost minimization factor in the next level. 
With taking a look at the graph of  agility vari-
able clusters, it can be seen that delivery time 
and lead time minimization variables are of 
high driving power whereas customer satis-
faction and data accuracy variable have the 
minimum driving power and dependence. 
Also, the variables in linkagecluster have both 
high driving power and high dependence de-
gree. In this article, we presented an extensive 
survey on randomized methods for training 
neural networks, the use of  randomization 
in kernel machines and related topics. We di-
vided this family into several methods based 
on the network configuration. We believe that, 
this article, the first survey on randomized 
methods for training neural network, offers 
valuable insights into this important research 
topic. We also offered several potential future 
research directions. We trust that this article 
will encourage further advancements in this 
field.The results from this study demonstrate 
that the ANN-GARCH model improves the 
forecasts of  the GARCH model by 30.6% for 
the oil spot price volatility and 29.8% for the 
oil futuresprice volatility when using 21 days 
as a horizon. The best results were demon-
strated in the21-day spot and futures volatility 
forecasts using the Euro/Dollar and DJIA as 
input variablesto the ANN. Also, for 14-day 
and 28-day forecasts of  futures prices, the 
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 Fig.10. Chart potentiating sensitivity analysis on aspects of  agile strategy

 Fig.11. Chart potentiating sensitivity analysis on aspects of  agile strategy
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results show the bestperformance is when all 
variables are included. For 14-day forecasts of 
spot price volatilityand 28-day spot price vola-
tility, the results show the best performance is 
when only onevariable is included along with 
the two fixed variables (GARCH forecasting 
and square pricereturn), being the FTSE re-
turns and the JPY variations, respectively.To 
overcome these gaps, there are several con-
tributions can be obtained from thisstudy. It 
offers better understanding of  SCA in what 
particular aspects can assist firms toacquire 
the competitive advantage with convincible 
case. The developed closed-loopdecision-
making structure enables to consider the in-
terrelationship and interdependenceamong 
proposed measures simultaneously for reduc-
ing the complexity and provides asystematic 
analysis. Subsequently, this study applies fuzzy 
set theory, Delphi method,DEMATEL and 
closed-loop ANP as a hybrid method under 
uncertainty. This hybrid method isspecific to 
benchmark the focal firm in dynamic environ-
ment, which allows prioritizing the attributes, 
offering a visual analysis in aspects and dem-
onstrating the relationships between SCAand 
competitiveness.The significant results reveal 
that collaboration and information integra-
tion are themajor drivers to affect the perfor-
mance of  SCA, which confirmed the result of 
DeGroote andMarx (2013). Thereinto, col-
laboration has strong interrelationship with 
informationintegration and customer-based 
measures. If  a firm has limited resource for 
improving theSCA performance, collabora-
tion is the trigger that can lead the improve-
ment effectively, andthen it might achieve the 
competitive in cost. From the competitive ad-
vantage point,process integration is the most 
effective aspects to attain the competitiveness 
in terms ofinnovation, flexibility and cost, 
nevertheless, it belongs to the effect group. 
Therefore, firmswant to reach the competive-
ness effectiveness and efficiency, information 
integration is themost influential aspect due to 
it has strong interrelationship with process in-

tegration andcategorize in cause group.
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