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چیکده
مديريـت بـر اجـراي طرح هاي مسـكن مهر كه نيازمند سـرعت عمل بسـيار 
زيـاد و در حجـم گسـترده اسـت تنهـا بـا دريافـت و پـردازش صحيـح و بـه 
موقـع داده هـا و اطلاعـات قابـل اعتمـاد محقـق خواهـد شـد. برنامـه ريزي 
هـاي بلنـد مـدت مديـران در تمامـي سـطوح پـروژه هـاي مسـكن مهر كه 
مسـير حركـت و نحـوه ي عملكـرد كليه ي دسـت انـدركاران طرح مسـكن 
مهـر را تعييـن مي كند بـر مبناي تحليـل داده هاي موجود انجام مي شـود. 
شـركت عمران شـهر جديد هشـتگرد بـه عنوان يكـي از بزرگتريـن متوليان 
طرح مسـكن مهر در سـطح كشـور اسـت و بنابراين اعمـال مديريت صحيح 
بـر اجـراي پـروژه ها در اين شـهر بسـيار حياتي مي باشـد. با توجـه به اينكه 
بيش از 80 پروژه ي مسـكن مهر در شـهر جديد هشـتگرد در حال اجرا مي 
باشـد و بـا عنايـت به اينكه عقـد تفاهم نامه ها و شـروع كار بيشـتر مجريان 
پـروژه هـا در يك فرصـت زماني انـدك صورت گرفته اسـت بنابراين كسـب 
اطلاعـات صحيـح در خصـوص پيمانـكاران و پروژه ها جهت اعمال سياسـت 
هـاي بلنـد مـدت و اتخـاذ رويه هـاي يكپارچـه بسـيار حياتي مي باشـد. در 
ايـن تحقيـق، ابتـدا داده هـاي مناسـب در خصـوص ايـن پيمانـكاران جمع 
آوري گرديد و سـپس با اسـتفاده از روش هاي تحليل خوشـه اي تلاش شـد 
تـا يـك خوشـه بندي مناسـب از پيمانـكاران انجام گيـرد و با اعتبار سـنجي 
از صحـت نتايـج بدسـت آمـده اطمينان حاصل شـد. در نهايت بـا بكارگيري 

روش وکیـور رتبه بنـدي پيمانكاران انجام شـد.
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Clustering and ranking contractors using data 
mining algorithm and VIKOR (Case study: Mehr 
housing Hashtgerd New Town)
Abstract
The construction management of Mehr Housing projects, which has an 
increasing volume and is required to high speed, can be appropriately pos-
sible just through receiving and processing the reliable data and informa-
tion on the right time. Long-term programs, which have been made by 
managers and can determine the whole levels of Mehr Housing projects, 
their executive process and the people’s operation who are involved in 
Mehr Housing project, are entirely on the basis of existing data mining. 
Hashtgerd New Town Development Corporation is one of the most fun-
damental administrators of Mehr Housing project throughout the country 
and therefore, an efficient construction management is essential to execute 
the projects in this town. Considering the fact that more than 80 projects 
of Mehr Housing project are being executed in Hashtgerd New Town and 
regarding that the memoranda of understanding have been contracted and 
operated in a short time, assembling the appropriate information in the 
field of contractors and projects is fundamental to apply the long-term 
policies and coherent methods. To cluster the contractors of Mehr Hous-
ing projects in this research, firstly the required data has been collected 
with regard to these contractors and then they have been clustered through 
cluster analysis method. Correctness of achieved findings has been certi-
fied through validation methods. Finally, contractors have been ranked in 
every cluster by VIKOR as a multiple criteria decision-making method. 
Key Words: Mehr Housing, Clustering, Ranking, Hashtgerd New Town, 
Contractor Evaluation
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1. مقدمه
حجـم سـاخت و سـاز مسـکن از جملـه شـاخص های 
اساسـی رشـد و توسـعه در هـر کشـور محسـوب مـی 
شـود و رکـود در بخـش مسـکن مـی توانـد بـه رکـود 
اقتصـادی کل کشـور منجـر شـود. بـا تصویـب اجـرای 
طرح مسـکن مهر توسـط دولت نهم در سـال 1385 با 
هـدف تامیـن مسـکن برای اقشـار کـم درآمد، سـرعت 
سـاخت و ساز در کشـور افزایش چشـمگیری پیدا کرد 
بـه نحـوی کـه طبـق اظهـار نظـر معـاون وزیر مسـکن 
و شهرسـازی میـزان سـاخت مسـکن مهر در کشـور با 
کل مسـکن سـاخته شـده در 30 سال گذشـته برابری 
می¬کنـد )Fars News, 2011(. بـا توجـه بـه اینکه 
بخـش قابـل توجهـی از هزینـه هـای آمـاده سـازی و 
ایجاد تاسیسـات زیربنایی همچون ایجـاد خیابان ها در 
مجموعـه های مسـکن مهر از طریق دولـت و به صورت 
یارانـه بـه متولیـان این طـرح پرداخت می گـردد، لزوم 
برنامـه ریزی دقیـق برای جلوگیری از اتالف این منابع 
محـدود ضـروری بـه نظر می رسـد تا علاوه بـر افزایش 
بهـره وری در اسـتفاده از منابـع مالی، ارائـه امکانات نیز 
همـراه با توسـعه ی مسـکن صورت پذیرد. شـهر جدید 
هشـتگرد به دلیل موقعیت ممتـاز جغرافیایی و ظرفیت 
هـای بالقوه برای توسـعه بـه عنوان کیـی از مکان های 
اصلـی بـرای اجـرای طرح مسـکن مهـر در نظـر گرفته 
شـد. تعـداد واحـد های مسـکونی مهر مصوب در شـهر 
جدیـد هشـتگرد در مرحلـه اول 50,000 واحـد بود که 
تـا افق طرح بـه 55,000 واحـد افزایش پیـدا می کند. 
وسـعت زمیـن اختصاص یافته به مسـکن مهر در شـهر 
جدیـد هشـتگرد 700 هکتـار و جمعیـت پیـش بینـی 
شـده در افـق این طـرح بیـش از 350,000 نفر اسـت. 
طبـق اطلاعـات گـردآوری شـده از مدیـران شـرکت 
عمران شـهر جدید هشـتگرد تا پایان بهار سـال 1390 
بـرای تعداد  53,147 واحد مسـکن مهر قـرارداد اجاره 
منعقـد گردیـد و تعاونـی هـا و انبوه سـازانی بـرای اجرا 
انتخـاب شـده اند. تـا کنون اکثریـت انبوه سـازان فعال 
در طـرح مسـکن مهـر از طریـق ارائـه ی درخواسـت 
مسـتقیم بـه شـرکت عمـران شـهر جدیـد هشـتگرد و 

بررسـی سـوابق و یـا بـا معرفـی توسـط تعاونـی هـای 
مسـکن مهـر انتخاب شـده اند. بـا توجه بـه اینکه طرح 
مسـکن مهـر بـا سـرعت زیاد آغـاز شـد و هیـچ تجربه 
ای درخصـوص اجـرای چنین طرح عظیمی از سـاخت 
مسـکن وجود نداشـت بنابراین تمام شـیوه های اجرای 
کار ابتـکاری بوده اند و مشـکلات پیش بینی نشـده ای 
بـروز کرده اند. کیی از مهمترین مشـکلات ایجاد شـده، 
عـدم توانمنـدی برخی پیمانـکاران در انجـام تعهدات و 
تحویـل پـروژه بـا رعایت یکفیـت و زمان مناسـب و در 

قیمـت مصوب اسـت. 
بـرای سـاخت ایـن تعـداد واحـد مسـکونی در بـازه ی 
زمانـی تقریبـاً کیسـاله در شـهر جدیـد هشـتگرد نیـاز 
شـدیدی بـه یـک شـیوه ی مطمئـن و جامـع جهـت 
دسـته بندی پیمانـکاران وجود  دارد. شـیوه های فعلی 
اساسـی  ضعـف  چندیـن  دارای  پیمانـکاران  گزینـش 
هسـتند: 1( شـیوه ای اسـتاندارد برای ارزیابی و انتخاب 
پیمانـکاران وجـود نـدارد؛ 2( بـا وجـود اینکـه نقـاط 
ضعـف زیـادی در اجـرای پـروژه هـا توسـط پیمانکاران 
انتخـاب شـده بـا معیـار هـای اولیه مشـاهده می شـود 
امـا همچنـان اعتمـاد بلنـد مـدت به آنهـا وجـود دارد؛ 
3( پیشـنهاد قیمت توسـط پیمانـکاران مهمترین عامل 
تصمیـم گیـری در هنگام انتخاب نهایی اسـت؛ و 4( در 
زمـان انتخـاب پیمانکاران بیـش از حد بـر تحلیل های 

.)a/1994 ,.Holt et al( ذهنـی تیکـه مـی شـود
از ایـن رو یافتـن شـیوه ای صحیـح و عادلانـه جهـت 
انتخـاب و دسـته بنـدی پيمانـكاران در پـروژه هـای 
واگـذار  کـه  اسـت  بدیهـی  اسـت.  ضـروری  عمرانـی 
کـردن یـک پـروژه به یـک پیمانـکار کیـی از مهمترین 
تصمیماتـی اسـت کـه هـر کارفرمـا اخـذ مـی کنـد 
)Holt et al., 1995(. تایکـد بـر کاهـش هزینـه ها در 
هنـگام انتخـاب پیمانکار بایـد همراه با توجـه جدی به 
توانمنـدی وی در تامیـن رضایـت کارفرما باشـد. رقابت 
آزادانـه میـان پیمانـکاران مـی توانـد مزایای زیـادی را 
بـرای کارفرمایان به دنبال داشـته باشـد. طبیعی اسـت 
کـه بهـره بـرداری از ایـن فضـای رقابتی کیـی از دلایل 
اصلـی اسـتفاده از روش های مختلف انتخـاب پیمانکار 
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مـی باشـد. بـه عالوه در صـورت انتخاب یـک پیمانکار 
نامناسـب وضعیـت مالـی کارفرمـا نیـز دچـار مخاطـره 
جدی خواهد شـد. بسـیاری از ضعف هـا قبل از انتخاب 
پیمانکار وجود دارد و قابل مشـاهده اسـت و مشـکلات 
اساسـی و بـزرگ نیـز پـس از انتخـاب یـک پیمانـکار 
نامناسـب ایجـاد می شـوند.  در اثر انتخـاب پیمانکاران 
نامناسـب، انجـام پـروژه با اشـکالات اساسـی روبرو می 
شـود بـه نحوی که بسـیاری از پـروژه هـا از برنامه های 
زمانبنـدی اعلام شـده عقب مانـده اند و پیمانـکاران به 
دلایـل مختلـف قـادر به جبـران عقب ماندگی نیسـتند 
)شـرکت عمـران شـهر جدیـد هشـتگرد، 1390(. در 
مجمـوع بـه نظر می رسـد روش انتخاب پیمانـکاران در 
حالـت کلـی باید سـه معیار مهم را در بر داشـته باشـد: 
زمـان )تحویل پـروژه در زودترین زمـان ممکن(؛ هزینه 
)تحویـل پـروژه با کمترین هزینـه ی ممکن(؛ و یکفیت 

)تحویل پـروژه بـا بالاترین اسـتانداردها(.
در انتخـاب پيمانكاران از شـیوه هـای متعدد و متفاوتی 
اسـتفاده مـی شـود. بـر طبـق مشـاهدات و مصاحبـه 
هـای انجـام گرفتـه هـر یـک از تعاونـی هـا بـر اسـاس 
معیـار هـای گوناگونـی پیمانکار خـود را برگزیـده اند و 
حتـي در اسـتفاده از نسـبت هـاي مالـي بـراي ارزيابي 
آنهـا يـك روش واحد وجود نـدارد. بنابرایـن تصمیمات 
نادرسـت و عـدم توجـه بـه روش های علمـی و تکنکی 
هـای مناسـب تصمیم گیـری در انتخـاب پیمانـکاران، 
زیـان هـای فراوانـی را متوجه سـازمان هـا و جامعه می 
نمایـد )اصغـری زاده و نصراللهـی، 1387(. از ایـن رو 
اغلـب پـروژه هـای عمرانی با مشـکلاتی ماننـد افزایش 
هزینـه، تطویل زمـان و یا کاهش یکفیت ناشـی از عدم 
انتخـاب پیمانکار مناسـب و شایسـته برای پـروژه مورد 
نظـر مواجـه هسـتند. بـا توجـه بـه ايـن مطالـب و در 
نظـر گرفتـن این نکتـه که مدیریـت ارزیابـی و انتخاب 
پیمانـکار برای واگذاری پروژه ها، کی قسـمت اساسـی 
از فرآینـد سـاخت و سـاز اسـت، همچنیـن لـزوم انجام 
پژوهـش هـای کاربردی جهـت رفع مشـکلات مختلف 
پروژه های عمرانی از جمله مشـکلات موجود در زمینه 
مدیریـت پـروژه، شناسـائی ابعـاد و عوامـل اثر گـذار بر 

انتخـاب و دسـته بندي پیمانکاران و اسـتفاده از شـیوه 
های علمی براي مقايسـه و خوشـه بنـدي پيمانكاران و 
در نهایـت جلوگیـری از به هدر رفتن منابع ملی کشـور 
از اهمیـت ویـژه ای برخوردار اسـت. تحقیق حاضر برای 
خوشـه بنـدي پیمانـکاران در پـروژه هاي مسـكن مهر 
شـهر جديـد هشـتگرد صورت گرفتـه و لکن مـی تواند 
الگویـی جهـت کلیـه شـهرهاي جديـد كشـور، سـاير 
متوليـان مسـكن مهـر، شـهرداري هـا، وزارت نيـرو و... 
باشـد. در این مطالعه سـه هـدف عمده مـورد نظر بوده 
اسـت. این اهداف عبارتند از: مشـخص نمودن فرايند و 
سـاختاري جهت خوشـه بنـدي پيمانكاران پـروژه هاي 
مسـكن مهر و سـاير پـروژه هاي عمراني؛ خوشـه بندي 
پيمانـكاران مسـكن مهر شـهر جديد هشـتگرد؛ و رتبه 

بنـدي پيمانكاران.
روش تحقيق 

در انجـام ایـن تحقیـق بـه دنبـال پاسـخگویی بـه سـه 
پرسـش اساسـی بـرای دسـتیابی بـه اهـداف تعییـن 
شـده بودیـم: پیمانکاران پروژه های مسـکن مهر شـهر 
جدیـد هشـتگرد در چنـد خوشـه جـای مـی گیرنـد؟  
هـر یـک از ایـن خوشـه هـا چنـد عضـو دارنـد؟ و هـر 
يـك از پیمانـکاران چـه رتبـه اي دارنـد؟ فراینـد کلـی 
خوشـه بنـدی و رتبـه بنـدی پـروژه هـای مسـکن مهر 
در شـکل بـه طـور خلاصه نمایش داده شـده اسـت. به 
دلیـل اینکـه شناسـایی و تعیین شـاخص هـای ارزیابی 
پیمانـکاران اولیـن گام در اجـرای خوشـه بندی اسـت، 
بنابراين برای شناسـایی شـاخص های موثـر در انتخاب 
پیمانـکاران پـروژه هـای صنعـت سـاختمان گام هـای 

ذیل برداشـته شـد:
ابتـدا بـا مراجعه بـه پیشـینه مطالعـات انجام شـده در 
 Holt( ایـن زمینـه تعدادی شـاخص شناسـایی شـدند
 ,.Mahdi et al ;1995 ,.a; Holt et al/1994 ,.et al
 Singh &  ;2006  ,Waara & Bröchner  ;2002
 ;2010 ,.Watt et al ;2009 ,Doloi ;2006 ,Tiong
 Holt et ;1983 ,Diekmann ;2005 ,Zavadskas
b/1994 ,.al(. سـپس بـر مبنـای داده هـای گـردآوری 
شـده، مهمتریـن شـاخص هایی کـه در تمـام مطالعات 
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پیشـین به عنوان شـاخص های موثـر در ارزیابی از آنها 
یـاد شـده بود بـه عنوان شـاخص هـای نهایـی انتخاب 
شـدند ایـن شـاخص ها شـامل انـدازه سـازمان، سـن، 
کنتـرل یکفیت، سیاسـت ایمنـی و بهداشـت، وضعیت 
حقوقـی، نسـبت هـا و گـردش هـای مالـی، ارتباطـات 
بانکـی و تجـاری، صلاحيـت هـاي كاركنـان كليـدي 
سـازمان، آمـوزش، تجربـه، و تـوان تجهیزاتی هسـتند. 
ای جهـت  پرسشـنامه  هـا،  تعییـن شـاخص  از  پـس 
ارزیابـی پیمانـکاران طراحـی گردیـد و در مرحلـه اول 
تعـداد محـدودی پرسشـنامه میـان پیمانـکاران توزیع 
گردیـد تـا ضعف هـاي آن شناسـایی و برطـرف گردند. 

بـا انجـام اصلاحـات مـورد نیـاز، پرسشـنامه هـا میـان 
80 انبـوه سـاز فعـال در طرح مسـکن مهر شـهر جدید 
هشـتگرد توزیـع گردیـد و مقرر شـد تا کیـی از اعضای 
هیـات مدیـره مسـئولیت پاسـخگویی به پرسشـنامه را 
بـه عهـده بگیـرد. ابـزار گـرداوری داده هـا بـه نحـوی 
طراحـی شـده بـود تـا علاوه بـر سـهولت و سـرعت در 
پاسـخگویی بتواند تمام ابعاد و شـاخص های مورد نظر 
را مـورد ارزیابـی قرار دهـد و تعدادی سـوال تكراي نیز 
جهـت راسـتی آزمایـی و بررسـی قابلیت اعتماد پاسـخ 
هـا مطرح شـده بودند. از میان پرسشـنامه هـای توزیع 
شـده، تعداد 58 پرسشنامه توسـط پاسخگویان تكميل 

۴

ا در سه مرحله مورد استفاده قرار گرفتند. در مرحله اول خوشه ديده مي شود، اين داده ه 1 نمودار
انجام شد. در مرحله دوم وزن هر يك از شاخص ها تعيين گرديد؛ و نهايتا در مرحله پيمانكاران بندي 

 انجام گرفت. VIKORبا استفاده از مدل سوم يك رتبه بندي 
 

 

 مسكن مهرپيمانكاران مدل كلي خوشه بندي و رتبه بندي  .1 نمودار
 

  مسكن مهرمسكن مهر  پيمانكارانپيمانكارانمساله خوشه بندي مساله خوشه بندي 
هاي صحيح در مديريت پروژه يكي از مهمترين دارايي ها است. با افزايش اندازه و سرعت داشتن داده

كند. بنابراين بهره برداري مناسب از داده ها مي پروژه ها، اهميت داده نيز افزايش بيشتري پيدا مي
ران پروژه و دولتي باشد. اين موضوع لزوم استفاده از روش هاي جديد تواند اصلي ترين دغدغه ي مدي

نمودار 1. مدل کلی خوشه بندی و رتبه بندی پیمانکاران مسکن مهر
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گرديد که پس از بررسـی 35 پرسشـنامه قابل اسـتفاده 
تشـخیص داده شد. 

در میـان پرسشـنامه هـای تکمیـل شـده بـا تعـدادی 
مقادیـر از دسـت رفتـه مواجـه بودیـم. بـه ایـن معنـی 
کـه برخـی افـراد به تعـدادی از سـوالات پاسـخ نـداده 
بودنـد و یـا در پاسـخ بـه برخـی سـوالات جـواب هـای 
نامعقـول یـا چنـد جـواب وجـود داشـت. در مـواردی 
کـه تعـداد مقادیـر از دسـت رفتـه در یـک پرسشـنامه 
زیـاد بـود، آن پرسشـنامه را حـذف نمودیـم؛ امـا بـرای 
برخـورد بـا مقادیر از دسـت رفتـه در حالتی کـه تعداد 
آنهـا زیـاد نبـود از روش های جاسـازی کردن اسـتفاده 

شـد )مومنـی، 1390(.
در صورتـی که شـاخص هـای با اهمیت کیسـان، دارای 
دامنـه مقادیـر متفاوتی باشـند در فرایند خوشـه بندی 
تاثیـر می گذارند و شـاخصی که مقادیـر بزرگتری دارد 
در محاسـبات اهمیـت بیشـتری پیـدا می کنـد و تاثیر 
سـایر شـاخص هـا را کـم مـی نمایـد. ضمنـا چنانچـه 
انجـام  انـدازه گیـری داده هـا کیسـان نباشـد  واحـد 
اعمـال ریاضـی در مـورد آنهـا صحیح نیسـت )مومنی، 
1390(. بـه دلایـل ذکر شـده قبـل از انجام محاسـبات 
بایسـتی داده هـا را اسـتاندارد نمـود. در اینجـا از روش 
نرمال سـازی اقلیدسـی جهت اسـتاندارد کردن داده ها 
اسـتفاده شـده اسـت. با داشـتن ماتریس داده ها انجام 
تحليـل هـا امـكان پذيـر مـی شـود. همانطـور كـه در 
نمـودار 1 ديـده مـي شـود، ایـن داده ها در سـه مرحله 
مـورد اسـتفاده قـرار گرفتنـد. در مرحلـه اول خوشـه 
بنـدي پیمانـکاران انجـام شـد. در مرحلـه دوم وزن هر 
يـك از شـاخص ها تعييـن گرديـد؛ و نهايتـا در مرحله 
 VIKOR سـوم يـك رتبـه بندي بـا اسـتفاده از مـدل

انجـام گرفت.
مساله خوشه بندی پيمانكاران مسكن مهر

داشـتن داده¬هـاي صحيـح در مديريت پـروژه يكي از 
مهمتريـن دارايـي ها اسـت. بـا افزايش اندازه و سـرعت 
پـروژه هـا، اهميـت داده نيـز افزايـش بيشـتري پيـدا 
مي¬كنـد. بنابراين بهره برداري مناسـب از داده ها مي 
توانـد اصلـي تريـن دغدغـه ي مديـران پـروژه و دولتي 

باشـد. ايـن موضـوع لزوم اسـتفاده از روش هـاي جديد 
تحليـل و بكارگيـري داده هـا را نشـان مي دهـد. روش 
هـاي داده كاوي  مـي تواننـد بـه مديـران كمـك كنند 
تـا اطلاعـات زيـادي را از داده هـا اسـتخراج نماينـد. به 
كمـك ايـن روش ها مـي توان سـاختار اصلـي، الگوها، 
روندهـا، و ارتباطـات ميـان حجم عظيمـي از داده هاي 
 .)2008 ,.Liao et al( ذخيـره شـده را كشـف نمـود
روش هـاي زيـادي بـراي داده كاوي وجـود دارند كه در 
ميـان آنهـا خوشـه بنـدي يكـي از پركاربردتريـن روش 

هـا مي باشـد.
خوشـه‌بندي را مي‌تـوان بـه عنـوان مهمتريـن مسـئله 
در يادگيـري بـدون نظارت در نظر گرفت. خوشـه‌بندي 
بـا يافتـن يک سـاختار درون يک مجموعـه از داده‌هاي 
بدون برچسـب درگير اسـت. خوشـه‌ به مجموعـه‌اي از 
داده‌ها گفته مي‌شـود که به هم شـباهت داشـته باشند 
)Gupta, 1991(. در خوشـه‌بندي سـعي مي‌شـود تـا 
داده هـا بـه خوشـه‌هايي تقسـيم شـوند کـه شـباهت 
بيـن داده‌هاي درون هر خوشـه حداکثر و شـباهت بين 

داده‌هـاي درون خوشـه‌هاي متفـاوت حداقل شـود. 
روش پيونـد متوسـط  جـزء روش هـاي خوشـه‌بندي 
سلسـله مراتبـي و انحصاري محسـوب مي‌شـود. از آنجا 
كـه هـر دو روش پيونـد تكـي  و پيوند كامل  به شـدت 
به نويز حسـاس هستند، اسـتفاده از اين روش پيشنهاد 
شـده اسـت. در ايـن روش براي محاسـبة شـباهت بين 

دو خوشـة A و B از معيـار زير اسـتفاده مي‌شـود: 

۵

1Fتحليل و بكارگيري داده ها را نشان مي دهد. روش هاي داده كاوي

مي توانند به مديران كمك كنند  1
تا اطلاعات زيادي را از داده ها استخراج نمايند. به كمك اين روش ها مي توان ساختار اصلي، الگوها، 

 ,.Liao et al(ارتباطات ميان حجم عظيمي از داده هاي ذخيره شده را كشف نمود روندها، و 
روش هاي زيادي براي داده كاوي وجود دارند كه در ميان آنها خوشه بندي يكي از  ).2008

 پركاربردترين روش ها مي باشد.
بندي  توان به عنوان مهمترين مسئله در يادگيري بدون نظارت در نظر گرفت. خوشه بندي را مي خوشه

اي  به مجموعه  هاي بدون برچسب درگير است. خوشه با يافتن يك ساختار درون يك مجموعه از داده
ي بندي سع در خوشه ).Gupta, 1991(شود كه به هم شباهت داشته باشند  ها گفته مي از داده

هاي درون هر خوشه حداكثر و  هايي تقسيم شوند كه شباهت بين داده شود تا داده ها به خوشه مي
 هاي متفاوت حداقل شود.  هاي درون خوشه شباهت بين داده

2Fمتوسطروش پيوند 

از آنجا شود.  بندي سلسله مراتبي و انحصاري محسوب مي جزء روش هاي خوشه 2
3Fكه هر دو روش پيوند تكي

4Fكاملو پيوند  3

به شدت به نويز حساس هستند، استفاده از اين روش  4
از معيار زير استفاده  Bو  Aدر اين روش براي محاسبة شباهت بين دو خوشة  پيشنهاد شده است.

  شود: مي

)1( 𝒅𝒅𝑨𝑨𝑨𝑨 =
∑ 𝒅𝒅𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊,𝒋𝒋𝒋𝒋𝒋𝒋

𝑵𝑵𝑨𝑨𝑵𝑵𝑩𝑩
 

 
تعداد  NAو  باشد مي Bيك نمونه دادة متعلق به خوشة  jو  Aيك نمونه داده متعلق به خوشة  iكه 

است. در واقع در اين روش، شباهت بين دو خوشه  Bتعداد اعضاء خوشة  NBو  Aاعضاء خوشة 
 ,Maimon, & Rokach( ضاء يكي با تمام اعضاء ديگري استميانگين فاصلة بين تمام اع

2010.( 
 

شود و يافتن نزديكترين خوشه در  در اين روش ابتدا هر داده به عنوان يك خوشه در نظر گرفته مي
هايي كمترين فاصله را با يكديگر دارند انتخاب  ها خواهد بود. داده واقع يافتن كمترين فاصلة بين داده

ها برابر  خوشهشود كه فاصلة آن از ساير  شده و با هم تركيب مي كردند و خوشة جديدي حاصل مي
 ها.  فاصلة اعضاي خوشه از اعضاي ساير خوشه ميانگيناست با 

مسكن  هاي پروژهپيمانكار  35جهت خوشه بندي  متوسطدر اين مطالعه از روش خوشه بندي پيوند 
باشد كه پيمانكاراني نشان دهنده مجموعه  X={P1;P2;...;P35}مهر استفاده مي شود. فرض كنيد 

توسط يازده پيمانكار ام است. هر  i  پيمانكاربيانگر  Piشوند به طوري كه بايستي خوشه بندي 

1 Data mining 
2 Average -Linkage 
3 Single-Linkage 
4 Complete-linkage 

کـه i يـک نمونـه داده متعلـق بـه خوشـة A و j يـک 
نمونـه دادة متعلق به خوشـة B مي‌باشـد و NA تعداد 
اعضاء خوشـة A  و NB تعداد اعضاء خوشـة B اسـت. 
در واقع در اين روش، شـباهت بين دو خوشـه ميانگين 
فاصلـة بيـن تمـام اعضـاء يکـي با تمـام اعضـاء ديگري 

.)2010 ,Maimon, & Rokach( اسـت
 در ايـن روش ابتـدا هـر داده بـه عنوان يک خوشـه در 
نظـر گرفتـه مي‌شـود و يافتـن نزديکتريـن خوشـه در 
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واقـع يافتـن کمتريـن فاصلـة بيـن داده‌ها خواهـد بود. 
داده‌هايـي کمتريـن فاصله را بـا يكديگر دارنـد انتخاب 
شـده و بـا هـم ترکيـب مـي كردنـد و خوشـة جديدي 
حاصـل مي‌شـود که فاصلـة آن از سـاير خوشـه‌ها برابر 
اسـت با ميانگين فاصلة اعضاي خوشـه از اعضاي سـاير 

خوشـه‌ها. 
در ايـن مطالعـه از روش خوشـه بنـدي پيوند متوسـط 
جهت خوشه بندي 35 پيمانكار پروژه هاي مسكن مهر 
 }P35;...;P2;X={P1 اسـتفاده مي شـود. فرض كنيد
نشـان دهنده مجموعـه پيمانكاراني باشـد كه بايسـتي 
خوشـه بندي شـوند بـه طوري كـه Pi بيانگـر پيمانكار  
i ام اسـت. هـر پيمانـكار توسـط يـازده شـاخص مـورد 
ارزيابـي قـرار مـي گيـرد. با انجام خوشـه بندي توسـط 
نـرم افـزار XLMiner بـه عنـوان نـرم افـزار تخصصي 
داده كاوي )Xlminer, 2016(، سـه خوشـه از داده ها 
ايجـاد شـد. در ضمـن آزمون خوشـه بنـدي داده ها به 
وسـيله نـرم افـزار IBM SPSS Statistics 19 نيـز 
نتيجـه مشـابهي را ايجاد نمـود. در نمـودار 2 دندوگرام 
خوشـه بندي سلسـله مراتبي نشـان داده شـده اسـت. 

در جـدول 1 اعضـاي هـر يـك از خوشـه هـا مشـخص 

شده است. خوشه اول داراي ده عضو، خوشه دوم داراي 
پانزده خوشـه سـوم داراي شـش عضو، و خوشـه چهارم 
نيـز داراي چهـار عضو اسـت. به منظور سـنجش اعتبار 
خوشـه بنـدی از ضریـب همبسـتگی کوفنتیـک  که از 
شـاخص هـای درونـی ارزیابـی اعتبـار اسـت اسـتفاده 
نمودیـم. هـدف شـاخص های درونـی، ارزیابی سـاختار 
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اعتبار مناسـبی اسـت. 
مساله رتبه بندي پيمانكاران مسكن مهر

4-1. تعیین وزن شاخص ها
جهـت وزن دهـی بـه شـاخص هـای تعییـن شـده بـا 
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اطمینـان به وسـیله شـانون به صـورت ذیل بیان شـده 
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مقادير دو ماتريس هماهنگ تر هستند و در نتيجه اعتبار خوشه بندي بيشتر است و به طور كلي 
بنابراين با توجه به مقدار  ).1390(مومني،  الاي خوشه بندي استگوياي اعتبار ب 8/0مقادير بالاي 

 بدست آمده مي توان نتيجه گرفت كه خوشه بندي انجام شده داراي اعتبار مناسبي است. 
 

 نتيجه خوشه بندي پيمانكاران پروژه هاي مسكن مهر .1جدول 
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تعداد اعضاي 

 خوشه
 نام اعضا
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2 6 4-8-9-13-15-28 
3 12 10-17-19-22-25-26-29-30-31-33-34-35 
 

  مسكن مهرمسكن مهرپيمانكاران پيمانكاران مساله رتبه بندي مساله رتبه بندي 
 . تعيين وزن شاخص ها4-1

جهت وزن دهي به شاخص هاي تعيين شده با استفاده از داده هاي موجود از روش آنتروپي شانون 
استفاده شد. آنتروپي در نظريه اطلاعات يك معيار عدم اطمينان است كه به وسيله توزيع احتمال 

ه صورت ذيل بيان شده بيان مي شود. اندازه گيري اين عدم اطمينان به وسيله شانون ب iPمشخص 
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يك مقدار ثابت است. از آنجا كه رابطه فوق در محاسبات آماري مورد استفاده است،  Mدر اين رابطه 

8Fناميده مي شود. واژه هاي آنتروپي و عدم اطمينان iPبه نام آنتروپي توزيع احتمال 

در يك مفهوم به  1
) در اين صورت jو  iبا يكديگر مساوي باشند (براي تمام مقادير  iPكار مي روند. زماني كه 
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مي تواند براي ارزيابي گزينه هاي مختلف بكار رود. در ماتريس  ijPدر يك ماتريس تصميم گيري، 
 Shemshadi( نشان داده شده است 2جدول شاخص وجود دارد كه در  kگزينه و  nتصميم گيري 

et al., 2011( نتايج اين ماتريس براي شاخص .j :ام به شرح ذيل است 

)3( jnj
af

af
P n

i
ij

ij
ij ∀==

∑
=

,...,2,1;
)(

)(

1

 

1 Uncertainty  

در ایـن رابطـه M یـک مقـدار ثابـت اسـت. از آنجـا که 
رابطـه فـوق در محاسـبات آماری مورد اسـتفاده اسـت، 
بـه نـام آنتروپی توزیع احتمـال   نامیده می شـود. واژه 
هـای آنتروپـی و عـدم اطمینـان  در کی مفهـوم به کار 
مـی رونـد. زمانی که   با کیدیگر مسـاوی باشـند )برای 

تمـام مقادیـر i و j( در ایـن صورت.

۷

مقادير دو ماتريس هماهنگ تر هستند و در نتيجه اعتبار خوشه بندي بيشتر است و به طور كلي 
بنابراين با توجه به مقدار  ).1390(مومني،  الاي خوشه بندي استگوياي اعتبار ب 8/0مقادير بالاي 

 بدست آمده مي توان نتيجه گرفت كه خوشه بندي انجام شده داراي اعتبار مناسبي است. 
 

 نتيجه خوشه بندي پيمانكاران پروژه هاي مسكن مهر .1جدول 

 خوشه
تعداد اعضاي 

 خوشه
 نام اعضا

1 17 1-2-3-5-6-7-11-12-14-16-18-20-21-23-24-27-32 
2 6 4-8-9-13-15-28 
3 12 10-17-19-22-25-26-29-30-31-33-34-35 
 

  مسكن مهرمسكن مهرپيمانكاران پيمانكاران مساله رتبه بندي مساله رتبه بندي 
 . تعيين وزن شاخص ها4-1

جهت وزن دهي به شاخص هاي تعيين شده با استفاده از داده هاي موجود از روش آنتروپي شانون 
استفاده شد. آنتروپي در نظريه اطلاعات يك معيار عدم اطمينان است كه به وسيله توزيع احتمال 

ه صورت ذيل بيان شده بيان مي شود. اندازه گيري اين عدم اطمينان به وسيله شانون ب iPمشخص 
 :)Wu et al., 2011( است

)2( ∑
=

=−==
n

i
iini niPPMPPPSE

1
21 ,...,2,1ln),...,,(  

 
يك مقدار ثابت است. از آنجا كه رابطه فوق در محاسبات آماري مورد استفاده است،  Mدر اين رابطه 

8Fناميده مي شود. واژه هاي آنتروپي و عدم اطمينان iPبه نام آنتروپي توزيع احتمال 

در يك مفهوم به  1
) در اين صورت jو  iبا يكديگر مساوي باشند (براي تمام مقادير  iPكار مي روند. زماني كه 

nPi
1=. 

مي تواند براي ارزيابي گزينه هاي مختلف بكار رود. در ماتريس  ijPدر يك ماتريس تصميم گيري، 
 Shemshadi( نشان داده شده است 2جدول شاخص وجود دارد كه در  kگزينه و  nتصميم گيري 

et al., 2011( نتايج اين ماتريس براي شاخص .j :ام به شرح ذيل است 

)3( jnj
af

af
P n

i
ij

ij
ij ∀==

∑
=

,...,2,1;
)(

)(

1
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در یـک ماتریـس تصمیـم گیـری،   مـی توانـد بـرای 
ارزیابـی گزینـه هـای مختلـف بـکار رود. در ماتریـس 
تصمیـم گیـری n گزینـه و k شـاخص وجـود دارد که 
 Shemshadi et( در جدول 2 نشـان داده شـده اسـت
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 به عنوان مقدار ثابت به اين ترتيب محاسبه مي گردد: Mو 
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 را بين صفر و يك نگه مي دارد. jEكه مقدار 
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... ... ... ... ... ...  
fk(ai) ... fj(ai) ... f2(ai) f1(ai) ai 

... ... ... ... ... ...  
fk(an) ... fj(an) ... f2(an) f1(an) an 

 
10Fمقدار درجه انحرافدر ادامه 

2 )jd محاسبه مي شود كه بيان مي كند شاخص (j  ام چه ميزان
اطلاعات مفيد براي تصميم گيري در اختيار تصميم گيرنده قرار مي دهد. هر چه مقادير اندازه گيري 

ر آن شاخص شده شاخصي به يكديگر نزديكتر باشد نشان دهنده آن است كه گزينه هاي رقيب از نظ
نقش آن شاخص در تصميم گيري بايد به همان اندازه  بنابراينتفاوت چنداني با يكديگر ندارند. 
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بـا انجـام محاسـبات بـالا، وزن شـاخص هـا بـا روش 
آنتروپـی بـه ترتیـب زیـر حاصـل شـد )جـدول 3(: 

VIKOR  4-2. رتبه بندي پيمانكاران با روش
مـدل  چارچـوب  خلاصـه  طـور  بـه  ابتـدا  اينجـا  در 
VIKOR را شـرح مـي دهيـم و سـپس نتیجـه رتبـه 
بنـدی پیمانـکاران بـا ایـن روش را عرضـه مـی کنیـم. 
روش وکیـور در سـال 1998 ارائـه گردیـد و مـی تواند 
بـرای رتبـه بنـدی و انتخـاب گزینه ها در کی سیسـتم 
چنـد معیـاره پیچیـده مـورد اسـتفاده قـرار گیـرد. از 
ويژگــي هــاي ديگــر روش VIKOR اين اسـت كه 
گزينـه هـا بـا توجـه بـه تمـام معيارهـاي تعيين شـده 
)ماتريـس عملكـرد( ارزيــابي مـي شـوند و تجزيـه و 
را  وزن  ثبـات  نيـز  آن  در  فواصـل  پايـداري  تحليـل 
نشـان مـي دهــد )قاسـمیه، جمالـی و کریمـی اصـل، 
1394(. روش وکیور در مسـایلی مانند انتخاب شـرکی، 

یکفیـت خدمات خطـوط هوایی، بهبود ریسـک امنیت 
اطلاعـات، انتخاب مـواد اولیه، برنامه ریـزی انرژی های 
تجدیـد پذیـر، و برنامـه ریـزی منابع آب کاربرد داشـته 
 Chithambaranathan, Subramanian,( اسـت 
گام   .)2015  ,Gunasekaran & Palaniappan
هـای پیـاده سـازی الگوریتم وکیور به شـکل زیر اسـت 
کامفیـروزی،  و  احمـدی  علـی  اسـکندری،  )جعفـری 

:)1393
گام اول: بـی مقیاس سـازی ماتریـس تصمیم به کمک 
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06 

وضــــعيت گــــردش و 
 نسبت هاي مالي

0.045
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0.045 كنترل كيفيت
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0.032
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۱۰

 با روابط زير:  𝑅𝑅𝑖𝑖و  𝑆𝑆𝑖𝑖گام سوم: محاسبه شكاف هاي 

)11( 𝑆𝑆𝑖𝑖 =  �𝑤𝑤𝑗𝑗 .
𝐼𝐼𝑗𝑗+ −  𝑥𝑥𝑖𝑖𝑖𝑖
𝐼𝐼𝑗𝑗+ −  𝐼𝐼𝑗𝑗−

𝑛𝑛

𝑗𝑗=1

 

)12( 𝑅𝑅𝑖𝑖 =  max
𝑗𝑗
� 
𝐼𝐼𝑗𝑗+ −  𝑥𝑥𝑖𝑖𝑖𝑖
𝐼𝐼𝑗𝑗+ −  𝐼𝐼𝑗𝑗−

� 

 :13با بكارگيري رابطه  𝑄𝑄𝑖𝑖گام چهارم: محاسبه شكاف 

)13( 𝑄𝑄𝑖𝑖 =  𝜈𝜈 � 
𝑆𝑆𝑖𝑖 −  𝑆𝑆∗

𝑆𝑆− −  𝑆𝑆∗
� +  (1 − 𝜈𝜈) � 

𝑅𝑅𝑖𝑖 −  𝑅𝑅∗

𝑅𝑅− −  𝑅𝑅∗
� 

∗𝑆𝑆در رابطه فوق،  =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑆𝑆𝑖𝑖  و𝑆𝑆− =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑆𝑆𝑖𝑖  هستند. همچنين𝑅𝑅∗ =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑅𝑅𝑖𝑖  و
𝑅𝑅− =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑅𝑅𝑖𝑖  است. در ضمن𝜈𝜈 ∈ بوده و ضريب خوش بيني نام دارد. البته معمولا  (0,1)

𝜈𝜈 = رتبه گزينه ها به  𝑄𝑄𝑖𝑖در نظر گرفته مي شود. در اين گام بر اساس مقادير بدست آمده از  0.5
 دست مي آيد.

 گام پنجم: در صورت برقرار بودن دو شرط زير، رتبه بندي انجام شده در گام قبل پذيرفته مي شود:
 گزينه بعد از آن باشد، داشته باشيم: ′′𝑎𝑎گزينه نخست و  ′𝑎𝑎شرط اول: در صورتي كه 

)14( 𝑄𝑄(𝑎𝑎′′) −  𝑄𝑄(𝑎𝑎′)  ≥ 𝐷𝐷𝐷𝐷 

𝐷𝐷𝐷𝐷كه در عبارت فوق  = 1
(𝐽𝐽 −  بيانگر تعداد گزينه ها است. Jو  �(1

نيز كمترين مقدار را  Rو يا  Sشاخص ويكور دارا است بايد در شرط دوم: گزينه اي كه كمترين مقدار 
 داشته باشد.

 گام ششم: در صورت برقرار نبودن يكي از دو شرط فوق:
به عنوان اگر فقط شرط دوم برقرار نبود گزينه اول و دوم به لحاظ رتبه بندي شاخص ويكور را 

 بهترين گزينه ها مي شناسيم.
,′𝑎𝑎اگر شرط اول برقرار نبود،  𝑎𝑎′′, … ,𝑎𝑎(𝑚𝑚)  را به عنوان بهترين گزينه ها مي پذيريم. وm  رتبه

 آخرين گزينه اي است كه شرط زير را تحقق بخشد:

)15( 𝑄𝑄(𝑎𝑎𝑚𝑚) −  𝑄𝑄(𝑎𝑎′)  < 𝐷𝐷𝐷𝐷 

 
سبت به ، ميزان اولويت كلي هر گزينه نپيگيري گام هاي معرفي شده و استفاده از داده هاي موجودبا 

را  پيمانكاراننتيجه رتبه بندي  4و رتبه هر گزينه مشخص گرديد. جدول ساير گزينه ها محاسبه شد 
 د. نشان مي ده
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)13( 𝑄𝑄𝑖𝑖 =  𝜈𝜈 � 
𝑆𝑆𝑖𝑖 −  𝑆𝑆∗

𝑆𝑆− −  𝑆𝑆∗
� +  (1 − 𝜈𝜈) � 

𝑅𝑅𝑖𝑖 −  𝑅𝑅∗

𝑅𝑅− −  𝑅𝑅∗
� 

∗𝑆𝑆در رابطه فوق،  =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑆𝑆𝑖𝑖  و𝑆𝑆− =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑆𝑆𝑖𝑖  هستند. همچنين𝑅𝑅∗ =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑅𝑅𝑖𝑖  و
𝑅𝑅− =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑅𝑅𝑖𝑖  است. در ضمن𝜈𝜈 ∈ بوده و ضريب خوش بيني نام دارد. البته معمولا  (0,1)

𝜈𝜈 = رتبه گزينه ها به  𝑄𝑄𝑖𝑖در نظر گرفته مي شود. در اين گام بر اساس مقادير بدست آمده از  0.5
 دست مي آيد.

 گام پنجم: در صورت برقرار بودن دو شرط زير، رتبه بندي انجام شده در گام قبل پذيرفته مي شود:
 گزينه بعد از آن باشد، داشته باشيم: ′′𝑎𝑎گزينه نخست و  ′𝑎𝑎شرط اول: در صورتي كه 

)14( 𝑄𝑄(𝑎𝑎′′) −  𝑄𝑄(𝑎𝑎′)  ≥ 𝐷𝐷𝐷𝐷 

𝐷𝐷𝐷𝐷كه در عبارت فوق  = 1
(𝐽𝐽 −  بيانگر تعداد گزينه ها است. Jو  �(1

نيز كمترين مقدار را  Rو يا  Sشاخص ويكور دارا است بايد در شرط دوم: گزينه اي كه كمترين مقدار 
 داشته باشد.

 گام ششم: در صورت برقرار نبودن يكي از دو شرط فوق:
به عنوان اگر فقط شرط دوم برقرار نبود گزينه اول و دوم به لحاظ رتبه بندي شاخص ويكور را 

 بهترين گزينه ها مي شناسيم.
,′𝑎𝑎اگر شرط اول برقرار نبود،  𝑎𝑎′′, … ,𝑎𝑎(𝑚𝑚)  را به عنوان بهترين گزينه ها مي پذيريم. وm  رتبه

 آخرين گزينه اي است كه شرط زير را تحقق بخشد:

)15( 𝑄𝑄(𝑎𝑎𝑚𝑚) −  𝑄𝑄(𝑎𝑎′)  < 𝐷𝐷𝐷𝐷 

 
سبت به ، ميزان اولويت كلي هر گزينه نپيگيري گام هاي معرفي شده و استفاده از داده هاي موجودبا 

را  پيمانكاراننتيجه رتبه بندي  4و رتبه هر گزينه مشخص گرديد. جدول ساير گزينه ها محاسبه شد 
 د. نشان مي ده

 

 و 

۱۰

 با روابط زير:  𝑅𝑅𝑖𝑖و  𝑆𝑆𝑖𝑖گام سوم: محاسبه شكاف هاي 

)11( 𝑆𝑆𝑖𝑖 =  �𝑤𝑤𝑗𝑗 .
𝐼𝐼𝑗𝑗+ −  𝑥𝑥𝑖𝑖𝑖𝑖
𝐼𝐼𝑗𝑗+ −  𝐼𝐼𝑗𝑗−

𝑛𝑛

𝑗𝑗=1

 

)12( 𝑅𝑅𝑖𝑖 =  max
𝑗𝑗
� 
𝐼𝐼𝑗𝑗+ −  𝑥𝑥𝑖𝑖𝑖𝑖
𝐼𝐼𝑗𝑗+ −  𝐼𝐼𝑗𝑗−

� 

 :13با بكارگيري رابطه  𝑄𝑄𝑖𝑖گام چهارم: محاسبه شكاف 

)13( 𝑄𝑄𝑖𝑖 =  𝜈𝜈 � 
𝑆𝑆𝑖𝑖 −  𝑆𝑆∗

𝑆𝑆− −  𝑆𝑆∗
� +  (1 − 𝜈𝜈) � 

𝑅𝑅𝑖𝑖 −  𝑅𝑅∗

𝑅𝑅− −  𝑅𝑅∗
� 

∗𝑆𝑆در رابطه فوق،  =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑆𝑆𝑖𝑖  و𝑆𝑆− =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑆𝑆𝑖𝑖  هستند. همچنين𝑅𝑅∗ =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑅𝑅𝑖𝑖  و
𝑅𝑅− =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑅𝑅𝑖𝑖  است. در ضمن𝜈𝜈 ∈ بوده و ضريب خوش بيني نام دارد. البته معمولا  (0,1)

𝜈𝜈 = رتبه گزينه ها به  𝑄𝑄𝑖𝑖در نظر گرفته مي شود. در اين گام بر اساس مقادير بدست آمده از  0.5
 دست مي آيد.

 گام پنجم: در صورت برقرار بودن دو شرط زير، رتبه بندي انجام شده در گام قبل پذيرفته مي شود:
 گزينه بعد از آن باشد، داشته باشيم: ′′𝑎𝑎گزينه نخست و  ′𝑎𝑎شرط اول: در صورتي كه 

)14( 𝑄𝑄(𝑎𝑎′′) −  𝑄𝑄(𝑎𝑎′)  ≥ 𝐷𝐷𝐷𝐷 

𝐷𝐷𝐷𝐷كه در عبارت فوق  = 1
(𝐽𝐽 −  بيانگر تعداد گزينه ها است. Jو  �(1

نيز كمترين مقدار را  Rو يا  Sشاخص ويكور دارا است بايد در شرط دوم: گزينه اي كه كمترين مقدار 
 داشته باشد.

 گام ششم: در صورت برقرار نبودن يكي از دو شرط فوق:
به عنوان اگر فقط شرط دوم برقرار نبود گزينه اول و دوم به لحاظ رتبه بندي شاخص ويكور را 

 بهترين گزينه ها مي شناسيم.
,′𝑎𝑎اگر شرط اول برقرار نبود،  𝑎𝑎′′, … ,𝑎𝑎(𝑚𝑚)  را به عنوان بهترين گزينه ها مي پذيريم. وm  رتبه

 آخرين گزينه اي است كه شرط زير را تحقق بخشد:

)15( 𝑄𝑄(𝑎𝑎𝑚𝑚) −  𝑄𝑄(𝑎𝑎′)  < 𝐷𝐷𝐷𝐷 

 
سبت به ، ميزان اولويت كلي هر گزينه نپيگيري گام هاي معرفي شده و استفاده از داده هاي موجودبا 

را  پيمانكاراننتيجه رتبه بندي  4و رتبه هر گزينه مشخص گرديد. جدول ساير گزينه ها محاسبه شد 
 د. نشان مي ده

 

هستند. همچنین  
 بـوده و ضریـب خـوش 

۱۰

 با روابط زير:  𝑅𝑅𝑖𝑖و  𝑆𝑆𝑖𝑖گام سوم: محاسبه شكاف هاي 

)11( 𝑆𝑆𝑖𝑖 =  �𝑤𝑤𝑗𝑗 .
𝐼𝐼𝑗𝑗+ −  𝑥𝑥𝑖𝑖𝑖𝑖
𝐼𝐼𝑗𝑗+ −  𝐼𝐼𝑗𝑗−

𝑛𝑛

𝑗𝑗=1

 

)12( 𝑅𝑅𝑖𝑖 =  max
𝑗𝑗
� 
𝐼𝐼𝑗𝑗+ −  𝑥𝑥𝑖𝑖𝑖𝑖
𝐼𝐼𝑗𝑗+ −  𝐼𝐼𝑗𝑗−

� 

 :13با بكارگيري رابطه  𝑄𝑄𝑖𝑖گام چهارم: محاسبه شكاف 

)13( 𝑄𝑄𝑖𝑖 =  𝜈𝜈 � 
𝑆𝑆𝑖𝑖 −  𝑆𝑆∗

𝑆𝑆− −  𝑆𝑆∗
� +  (1 − 𝜈𝜈) � 

𝑅𝑅𝑖𝑖 −  𝑅𝑅∗

𝑅𝑅− −  𝑅𝑅∗
� 

∗𝑆𝑆در رابطه فوق،  =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑆𝑆𝑖𝑖  و𝑆𝑆− =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑆𝑆𝑖𝑖  هستند. همچنين𝑅𝑅∗ =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑅𝑅𝑖𝑖  و
𝑅𝑅− =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑅𝑅𝑖𝑖  است. در ضمن𝜈𝜈 ∈ بوده و ضريب خوش بيني نام دارد. البته معمولا  (0,1)

𝜈𝜈 = رتبه گزينه ها به  𝑄𝑄𝑖𝑖در نظر گرفته مي شود. در اين گام بر اساس مقادير بدست آمده از  0.5
 دست مي آيد.

 گام پنجم: در صورت برقرار بودن دو شرط زير، رتبه بندي انجام شده در گام قبل پذيرفته مي شود:
 گزينه بعد از آن باشد، داشته باشيم: ′′𝑎𝑎گزينه نخست و  ′𝑎𝑎شرط اول: در صورتي كه 

)14( 𝑄𝑄(𝑎𝑎′′) −  𝑄𝑄(𝑎𝑎′)  ≥ 𝐷𝐷𝐷𝐷 

𝐷𝐷𝐷𝐷كه در عبارت فوق  = 1
(𝐽𝐽 −  بيانگر تعداد گزينه ها است. Jو  �(1

نيز كمترين مقدار را  Rو يا  Sشاخص ويكور دارا است بايد در شرط دوم: گزينه اي كه كمترين مقدار 
 داشته باشد.

 گام ششم: در صورت برقرار نبودن يكي از دو شرط فوق:
به عنوان اگر فقط شرط دوم برقرار نبود گزينه اول و دوم به لحاظ رتبه بندي شاخص ويكور را 

 بهترين گزينه ها مي شناسيم.
,′𝑎𝑎اگر شرط اول برقرار نبود،  𝑎𝑎′′, … ,𝑎𝑎(𝑚𝑚)  را به عنوان بهترين گزينه ها مي پذيريم. وm  رتبه

 آخرين گزينه اي است كه شرط زير را تحقق بخشد:

)15( 𝑄𝑄(𝑎𝑎𝑚𝑚) −  𝑄𝑄(𝑎𝑎′)  < 𝐷𝐷𝐷𝐷 

 
سبت به ، ميزان اولويت كلي هر گزينه نپيگيري گام هاي معرفي شده و استفاده از داده هاي موجودبا 

را  پيمانكاراننتيجه رتبه بندي  4و رتبه هر گزينه مشخص گرديد. جدول ساير گزينه ها محاسبه شد 
 د. نشان مي ده

 

اسـت. در ضمـن 
بینـی نـام دارد. البته معمـولا ν=0.5 در نظر گرفته می 
شـود. در ایـن گام بـر اسـاس مقادیـر بدسـت آمـده از 

Q_i رتبـه گزینـه هـا به دسـت مـی آید.
گام پنجـم: در صـورت برقـرار بودن دو شـرط زیر، رتبه 

بنـدی انجـام شـده در گام قبل پذیرفته می شـود:
 ''^a گزینـه نخسـت و '^a شـرط اول: در صورتـی کـه

گزینـه بعد از آن باشـد، داشـته باشـیم:
 )14(

۱۰

 با روابط زير:  𝑅𝑅𝑖𝑖و  𝑆𝑆𝑖𝑖گام سوم: محاسبه شكاف هاي 

)11( 𝑆𝑆𝑖𝑖 =  �𝑤𝑤𝑗𝑗 .
𝐼𝐼𝑗𝑗+ −  𝑥𝑥𝑖𝑖𝑖𝑖
𝐼𝐼𝑗𝑗+ −  𝐼𝐼𝑗𝑗−

𝑛𝑛

𝑗𝑗=1

 

)12( 𝑅𝑅𝑖𝑖 =  max
𝑗𝑗
� 
𝐼𝐼𝑗𝑗+ −  𝑥𝑥𝑖𝑖𝑖𝑖
𝐼𝐼𝑗𝑗+ −  𝐼𝐼𝑗𝑗−

� 

 :13با بكارگيري رابطه  𝑄𝑄𝑖𝑖گام چهارم: محاسبه شكاف 

)13( 𝑄𝑄𝑖𝑖 =  𝜈𝜈 � 
𝑆𝑆𝑖𝑖 −  𝑆𝑆∗

𝑆𝑆− −  𝑆𝑆∗
� +  (1 − 𝜈𝜈) � 

𝑅𝑅𝑖𝑖 −  𝑅𝑅∗

𝑅𝑅− −  𝑅𝑅∗
� 

∗𝑆𝑆در رابطه فوق،  =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑆𝑆𝑖𝑖  و𝑆𝑆− =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑆𝑆𝑖𝑖  هستند. همچنين𝑅𝑅∗ =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑅𝑅𝑖𝑖  و
𝑅𝑅− =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑅𝑅𝑖𝑖  است. در ضمن𝜈𝜈 ∈ بوده و ضريب خوش بيني نام دارد. البته معمولا  (0,1)

𝜈𝜈 = رتبه گزينه ها به  𝑄𝑄𝑖𝑖در نظر گرفته مي شود. در اين گام بر اساس مقادير بدست آمده از  0.5
 دست مي آيد.

 گام پنجم: در صورت برقرار بودن دو شرط زير، رتبه بندي انجام شده در گام قبل پذيرفته مي شود:
 گزينه بعد از آن باشد، داشته باشيم: ′′𝑎𝑎گزينه نخست و  ′𝑎𝑎شرط اول: در صورتي كه 

)14( 𝑄𝑄(𝑎𝑎′′) −  𝑄𝑄(𝑎𝑎′)  ≥ 𝐷𝐷𝐷𝐷 

𝐷𝐷𝐷𝐷كه در عبارت فوق  = 1
(𝐽𝐽 −  بيانگر تعداد گزينه ها است. Jو  �(1

نيز كمترين مقدار را  Rو يا  Sشاخص ويكور دارا است بايد در شرط دوم: گزينه اي كه كمترين مقدار 
 داشته باشد.

 گام ششم: در صورت برقرار نبودن يكي از دو شرط فوق:
به عنوان اگر فقط شرط دوم برقرار نبود گزينه اول و دوم به لحاظ رتبه بندي شاخص ويكور را 

 بهترين گزينه ها مي شناسيم.
,′𝑎𝑎اگر شرط اول برقرار نبود،  𝑎𝑎′′, … ,𝑎𝑎(𝑚𝑚)  را به عنوان بهترين گزينه ها مي پذيريم. وm  رتبه

 آخرين گزينه اي است كه شرط زير را تحقق بخشد:

)15( 𝑄𝑄(𝑎𝑎𝑚𝑚) −  𝑄𝑄(𝑎𝑎′)  < 𝐷𝐷𝐷𝐷 

 
سبت به ، ميزان اولويت كلي هر گزينه نپيگيري گام هاي معرفي شده و استفاده از داده هاي موجودبا 

را  پيمانكاراننتيجه رتبه بندي  4و رتبه هر گزينه مشخص گرديد. جدول ساير گزينه ها محاسبه شد 
 د. نشان مي ده

 

 J و 

۱۰

 با روابط زير:  𝑅𝑅𝑖𝑖و  𝑆𝑆𝑖𝑖گام سوم: محاسبه شكاف هاي 

)11( 𝑆𝑆𝑖𝑖 =  �𝑤𝑤𝑗𝑗 .
𝐼𝐼𝑗𝑗+ −  𝑥𝑥𝑖𝑖𝑖𝑖
𝐼𝐼𝑗𝑗+ −  𝐼𝐼𝑗𝑗−

𝑛𝑛

𝑗𝑗=1

 

)12( 𝑅𝑅𝑖𝑖 =  max
𝑗𝑗
� 
𝐼𝐼𝑗𝑗+ −  𝑥𝑥𝑖𝑖𝑖𝑖
𝐼𝐼𝑗𝑗+ −  𝐼𝐼𝑗𝑗−

� 

 :13با بكارگيري رابطه  𝑄𝑄𝑖𝑖گام چهارم: محاسبه شكاف 

)13( 𝑄𝑄𝑖𝑖 =  𝜈𝜈 � 
𝑆𝑆𝑖𝑖 −  𝑆𝑆∗

𝑆𝑆− −  𝑆𝑆∗
� +  (1 − 𝜈𝜈) � 

𝑅𝑅𝑖𝑖 −  𝑅𝑅∗

𝑅𝑅− −  𝑅𝑅∗
� 

∗𝑆𝑆در رابطه فوق،  =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑆𝑆𝑖𝑖  و𝑆𝑆− =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑆𝑆𝑖𝑖  هستند. همچنين𝑅𝑅∗ =  𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑅𝑅𝑖𝑖  و
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بـا پیگیـری گام هـای معرفـی شـده و اسـتفاده از داده 
هـای موجـود، ميـزان اولويـت كلـي هـر گزينه نسـبت 
بـه سـاير گزينـه هـا محاسـبه شـد و رتبـه هـر گزينـه 
بنـدي  رتبـه  نتيجـه   4 جـدول  گرديـد.  مشـخص 

پيمانـكاران را نشـان مـي دهـد. 
نتيجه گيري و جمعبندي

در ايـن مطالعـه دو مسـاله خوشـه بنـدي و رتبه بندي 
پيمانـكاران پـروژه هـاي سـاخت مسـكن را بـا مطالعه 
يـك مـورد مشـخص )پـروژه هـاي مسـكن مهـر شـهر 
جديـد هشـتگرد( مورد بررسـي قـرار داديم. بـه منظور 
دسـتيابي بـه اهـداف مطالعـه، يـك مدل طراحي شـد 
كـه پـس از گـردآوري داده هـا و در مرحلـه تحليـل 
داراي سـه گام اساسـي بـود. اين گام ها شـامل خوشـه 

جدول 4. رتبه بندي پيمانكاران
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  جمعبنديجمعبندينتيجه گيري و نتيجه گيري و 

پروژه هاي ساخت مسكن را با مطالعه پيمانكاران در اين مطالعه دو مساله خوشه بندي و رتبه بندي 
يك مورد مشخص (پروژه هاي مسكن مهر شهر جديد هشتگرد) مورد بررسي قرار داديم. به منظور 
دستيابي به اهداف مطالعه، يك مدل طراحي شد كه پس از گردآوري داده ها و در مرحله تحليل 

، تعيين وزن شاخص هاي انپيمانكارداراي سه گام اساسي بود. اين گام ها شامل خوشه بندي 
پروژه هاي پيمانكاران بود. خوشه بندي و رتبه بندي پيمانكاران ارزيابي، و در نهايت رتبه بندي 

مسكن يك مساله مهم است زيرا تمامي سرمايه گذاران و مديران دولتي و نيز خريداران علاقه مند 
تر چاره اي  ضعيفپيمانكاران براي را شناسايي نموده و در عين حال پيمانكاران هستند تا بهترين 

بيانديشند. اين مساله در خصوص پروژه هاي مسكن مهر شدت بيشتري دارد به اين دليل كه ساخت 
منازل مسكوني مهر در يك دوره زماني بسيار كوتاه و با حجم بسيار عظيم آغاز شد و به همين دليل 

يده گرفته شدند. اكنون تمامي فعالان در بسياري از ضعف ها و مشكلات احتمالي در ابتداي كار ناد
اين حوزه و به ويژه مديران و مجريان طرح مسكن مهر  نيازمند كسب شناخت بيشتري نسبت به اين 

هستند تا بتوانند منابع مالي و انساني و نيز زمين هاي محدود باقيمانده را و پيمانكاران آنها پروژه ها 
به مديران كمك مي پيمانكاران مصرف نمايند. خوشه بندي به درستي براي پيشبرد صحيح اين طرح 

پروژه هاي به ظاهر متفاوت را دريابند و براي هر يك از خوشه هاي پيمانكاران كند تا وجوه تشابه 
پيمانكاران ايجاد شده به تناسب نيازمندي ها و ويژگي ها تصميمات مناسب اتخاذ نمايند. رتبه بندي 
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بنـدي پيمانكاران، تعيين وزن شـاخص هـاي ارزيابي، و 
در نهايـت رتبـه بندي پيمانـكاران بود. خوشـه بندي و 
رتبـه بنـدي پيمانكاران پروژه هاي مسـكن يك مسـاله 
مهـم اسـت زيـرا تمامـي سـرمايه گـذاران و مديـران 
دولتـي و نيـز خريـداران علاقه مند هسـتند تـا بهترين 
پيمانـكاران را شناسـايي نمـوده و در عيـن حـال بـراي 
پيمانـكاران ضعيـف تر چاره اي بيانديشـند. اين مسـاله 
در خصـوص پـروژه هاي مسـكن مهر شـدت بيشـتري 
دارد بـه ايـن دليل كه سـاخت منازل مسـكوني مهر در 
يـك دوره زمانـي بسـيار كوتـاه و با حجم بسـيار عظيم 
آغـاز شـد و بـه هميـن دليـل بسـياري از ضعـف هـا و 
مشـكلات احتمالـي در ابتداي كار ناديده گرفته شـدند. 
اكنـون تمامـي فعـالان در اين حـوزه و به ويـژه مديران 
و مجريـان طرح مسـكن مهر  نيازمند كسـب شـناخت 
بيشـتري نسـبت بـه ايـن پـروژه هـا و پيمانـكاران آنها 
هسـتند تـا بتواننـد منابـع مالي و انسـاني و نيـز زمين 
هـاي محـدود باقيمانـده را بـه درسـتي بـراي پيشـبرد 
بنـدي  خوشـه  نماينـد.  مصـرف  طـرح  ايـن  صحيـح 
پيمانـكاران بـه مديـران كمك مـي كند تا وجوه تشـابه 
پيمانـكاران پـروژه هـاي به ظاهـر متفـاوت را دريابند و 
بـراي هـر يـك از خوشـه هـاي ايجاد شـده به تناسـب 
نيازمنـدي هـا و ويژگـي هـا تصميمـات مناسـب اتخاذ 
مـي  موجـب  نيـز  پيمانـكاران  بنـدي  رتبـه  نماينـد. 
شـود تـا در هـر خوشـه بهتريـن پيمانـكاران پـروژه ها 
شناسـايي شـوند و بـه ايـن ترتيـب الگويـي مناسـب 
بـراي پيمانـكاران ضعيـف تـر ايجاد گـردد. بـا توجه به 
اينكـه پيمانـكاران قرار گرفته در يك خوشـه بيشـترين 
نزديكـي بـا يكديگر و در عيـن حال بيشـترين فاصله و 
تفـاوت را بـا پيمانـكاران پـروژه هـاي سـاير خوشـه ها 
دارنـد بنابرايـن اعضاي يك  خوشـه مي تواننـد برترين 
پيمانـكار خوشـه خـود را به عنوان مناسـب تريـن الگو 
جهـت بهبـود فرايند ها و وضعيت خـود انتخاب نمايند. 
جهت بهبود مطالعه حاضر و توسـعه آن پيشـنهاد هاي 

زيـر بـراي محققـان ارائه مي شـود:
 جمـع آوري داده هـاي مـورد نيـاز بـا اسـتفاده از روش 
هـاي متفـاوت ديگر همانند بررسـي اسـناد و مدارك و 

يـا بازديد از پـروژه ها؛
 اسـتفاده از شـاخص هـاي كمـي و كيفـي بـه طـور 

همزمـان؛
 بكارگيري سـاير مدل هاي خوشـه بندي و يا اسـتفاده 

از الگو هـاي ابتكاري؛
 تعييـن وزن شـاخص هـا به شـيوه اي متفـاوت از آنچه 

در ايـن مطالعه انجام شـده اسـت؛ 
 رتبـه بنـدي پيمانـكاران بـا توجـه بـه نتيجـه خوشـه 

بنـدي در هـر يـك از خوشـه هـا؛ و 
 اسـتفاده از سـاير مـدل هـاي تصميـم گيـري چنـد 

شـاخصه جهـت رتبـه بنـدي.
نتايـج حاصـل از ايـن مطالعـه مـي توانـد بـراي اتخـاذ 
تصميمـات كاربـردي تـر و مناسـب تـر مورد اسـتفاده 
مجريـان طرح مسـكن مهـر قرار گيـرد و نيز بـه عنوان 
الگويي در سـطح وسـيع تر اجرا شـود. ضمنا مدل ارائه 
شـده را مـي تـوان بـا ايجـاد تغييراتـي اندك در سـاير 
حـوزه هاي نيازمنـد داده كاوي مورد اسـتفاده قرار داد. 
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